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Abstract: The microgrid vision has come to incorporate various communication technologies, which facilitate residential users to adopt different scheduling schemes in order to manage energy usage with reduced carbon emission. Through this study, we have introduced a novel method for residential load control with energy resources integrated. To this end, an input and optimization algorithm has been employed to control and schedule residential charges for cost savings, consumer inconvenience, and peak-to-average rate savings (PAR) purposes, including real-time electricity costs, energy demand, user expectations, and renewable energy parameters. This paper also provides a Maximum Power Point Tracking (MPPT) technique used to obtain full power from a hybrid power system during the variation of environmental conditions in both photovoltaic stations and batteries. An IEEE 14 bus program was considered to determine the efficiency of the proposed algorithm. This research also aims at developing the role model to determine the behaviors, as a result of a shift in the opening Protocol to the disconnect establishing the power generation island, of distributed energy resources on 14-node IEEE networks. The micro-grid is a simple case for the study of energy flow and smart grid efficiency variables and has dispersed tools. The findings show that the energy management system load collection using the suggested approach improves performance and decreases losses in contrast to previous approaches.
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1. Introduction

The smart grid is the newest generation of the conventional power system grids which rely on the two-way power flow and information transfer competencies [1]. A traditional grid comprises control centers, power generation, transmission, distribution, and consumers [2]. Presently, with the progression of new digital technologies, like micro processed systems, and developments in power electronics, several applications have been deployed in the smart grid, particularly in the formulation of electronic energy converters and controllers. Of late, academics have made noteworthy contributions which have caused a significant effect on these domains, chiefly aimed at data acquirement, automation, and regulation of micro grids [3]. The micro grids do not merely assimilate the distributed generation with the utility grid in a dependable and tidy manner but also offer greater dependability in its capability to function despite natural phenomena and dynamic distribution grids, consequently causing reduced energy losses in transmission and dissemination and saving the time consumed in building and investment [4]-[9].

In literature, many reviews directly to different energy management methods. In [10], the author introduced an algorithm based on the linear programming of microgrid power management. This algorithm allowed optimum operation of the generator or controllable and uncontrollable loads. Optimization problems include optimal transmission of generators (diesel) while meeting operational and economic constraints imposed by the purchase and sale of energy for each component (generator, storage system, and load). In [11] analyzed the AC / DC hybrid...
microgrid AC power management system in an isolated community that employs a photovoltaic system for desalination. The proposed optimization algorithm was relying on mixed-integer nonlinear programming, and objective functionality reduces the daily running cost. In [12] and [13], a power management program was implemented by the author in real-time. The three cases were analyzed with complete, incomplete and exact predictions. On linked and isolated microgrids, the optimization model was tested and there was a significant unbalance between load and generation. In [14], the author introduced energy management for hybrid microgrid photovoltaic / wind turbine / diesel power generators, which are configured with the Gaussian boom particle swarm algorithm. In [15], the authors proposed a centralized energy management program for microgrid service in the Island mode and grid mode. The fuel cell only operates in Island mode when the battery is below 80%. A 60% threshold is important to ensure stable functionality of grid-connected modes. In [16], the authors proposed the hybrid wind turbine, photovoltaic and battery power integrated microgrid management system. The data storage and control system operates in real time. In [17], the authors proposed an energy management framework for the isolated microgrid, based on the scheduling of smart houses. The individual occurrence was considered a distribution of the natural probability of failure within the power grid. The goal was to slash the running costs of the microgrid. This covers operating costs for a small generator, wind turbine, batteries, and loads. This analysis decreases the system's costs of capital and power. The presented method has the following disadvantages:

1. Most current models have incomplete plant dynamics because they neglect the effect on the driver, affecting both converter performance and stability.
2. The small-signal model is based on a variety of energy management techniques designs. This means that global stability cannot be assured.

To overcome the aforementioned difficulties, this paper proposes a novel hierarchical energy management system based on optimization for multi-microgrid. The key novel contributions of proposed method in this article can be summarized as follows:

1. Incorporating the uncertainties of loads, resources of distributed renewable, dissatisfaction cost of inhabitants, aggregator demand control request, and the degradation cost of the battery into the scheduling of smart houses
2. Proposing a two-stage HEMS model that considers optimal day ahead management and an adaptive real-time reliable mechanism to correct the anticipated mistakes,
3. To the best of the authors’ knowledge, this paper is the first to propose a home energy management control for both frequency and voltage restoration of a grid connected microgrid and islanded microgrid based on consideration of a complete nonlinear system model, irrespective of parametric disturbances and uncertainties.
4. To reduce the probability of rebound peaks while scheduling, the load has been categorized on the basis of: (1) customer requirements and (2) mathematical models. Then, a multi-objective optimization problem has been formulated and solved by using the optimization algorithm.

2. Description of Proposed System Model

Photovoltaic cells and batteries used for energy storage and AC loads are used for the hybrid micro grid evaluated. Once connected, these systems produce a small hybrid micro grid that is connected to an AC micro grid with low voltage for distribution or isolated mode. Figure 1 displays the hybrid device configuration for the micro grid case delivery. The DC-bus is used to connect the photovoltaic system with the boost transformer. The battery is connected via two-way DC to DC converter to the charging regulator. Batteries are connected via a two-way DC to DC converter to the DC bus.
3. Distributed Hybrid Energy Generation System

A. Photovoltaic Modelling

Figure 2 illustrate the equivalent circuit of the photovoltaic [18]. Figure 3 shows voltage and current curve [19-21].

\[
I = I_{ph,cell} - I_{0,cell} \left[ \exp \left( \frac{q(V + IR_{s,cell})}{akT} \right) - 1 \right] - \frac{V + IR_{s,cell}}{R_{p,cell}} \tag{1}
\]
Where, $I_{0,\text{cell}}$ is the saturation current or reversed leakage of the photovoltaic, $k$ is constant of Boltzmann’s $1.38 \times 10^{-23}$ J/K $q$ is charge of electron ($1.602 \times 10^{-19}$ C), $I_{\text{ph,cell}}$ is the photocurrent (A) of the photovoltaic, $R_{s,\text{cell}}$, is series resistance of photovoltaic, $R_{p,\text{cell}}$ is parallel resistance of photovoltaic.

Figure 2. Photovoltaic equivalent circuit

Figure 3. Photovoltaic voltage and current curve

Figure 4. The photovoltaic voltage and current curves

This corresponds to Equation [22]:

$$I_{ph} = \frac{G}{G_n} (I_{\text{ph,n}} + K_i\Delta T)$$

(3)
\[ V_{oc} = V_{oc,n} + K_v \Delta T \quad (4) \]
\[ I_o = \frac{I_{sc,n} + K_i \Delta T}{\exp\left(\frac{V_{oc,n} + K_p \Delta T}{a V_t}\right) - 1} \quad (5) \]

Where \( G \) is a measured solar irradiance in \( \text{w/m}^2 \), \( K_i \) is temperature coefficient, \( I_{p,h,n} \) represents the photocurrent when it is under the nominal condition (typically a 1000 \( \text{w/m}^2 \) irradiance and 25 °C temperature), \( G_n \) is a irradiance (1000 \( \text{w/m}^2 \)), \( \Delta T \) refers to the difference between the PV cell’s actual temperature \( (T) \) and a temperature \( (T_n) \) measured in °C, \( I_{sc,n} \) is short circuit current under the nominal conditions, [23, 24].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modules of series connected</td>
<td>7</td>
</tr>
<tr>
<td>String of Parallel</td>
<td>1</td>
</tr>
<tr>
<td>Maximum current ( I_{mp} )</td>
<td>5.58 (A)</td>
</tr>
<tr>
<td>Maximum voltage ( V_{mp} )</td>
<td>54.7 (V)</td>
</tr>
<tr>
<td>Short-circuit current ( I_{sc} )</td>
<td>5.96 (A)</td>
</tr>
<tr>
<td>Voltage of open circuit ( V_{oc} )</td>
<td>6.42 (V)</td>
</tr>
<tr>
<td>Temperature coefficient of ( I_{sc} )</td>
<td>0.061745 (%/°C)</td>
</tr>
<tr>
<td>Temperature coefficient of ( V_{oc} )</td>
<td>−0.27269 (%/°C)</td>
</tr>
<tr>
<td>Shunt resistance ( R_{sh} )</td>
<td>269.5934 Ω</td>
</tr>
<tr>
<td>Series resistance ( R_s )</td>
<td>0.37152 Ω</td>
</tr>
<tr>
<td>Diode saturation curent ( I_o )</td>
<td>( 6.3 \times 10^{-1} ) (A)</td>
</tr>
<tr>
<td>Number of cells</td>
<td>96</td>
</tr>
</tbody>
</table>

**B. Batteries**

Batteries storage system are used to storage additional energy produced by systems for the production of renewable energy. However, if the renewable energy system don't produce sufficient electricity, battery discharge should meet the demand for the load. Type battery is as follows [25-28]:

\[ SOC_{bat} = 100 \left[ 1 - \left( \frac{1}{Q_{bat}} \times \int_0^t i_{bat}(t) dt \right) \right] \quad (6) \]
\[ B_{AH} = \frac{1}{3600} \int_0^t i_{bat}(t) dt \quad (7) \]

Where \( i_{bat} \) represents current of battery, \( Q_{bat} \) refer to maximum battery capacity(Ah), \( SOC_{bat} \) refer to state of charge of battery (%).

**C. Loads**

The loads are made up of residential loads. The design of residential loads is based on the resort island’s daily non seasonal consumption. Furthermore, simulation of residential load IS performed based on the actual difference in the specified resort island’s specific loads profile.
Table 1. Microgrid load data

<table>
<thead>
<tr>
<th>Loads name</th>
<th>Min-loads (kVA)</th>
<th>Max-loads (KVA)</th>
<th>Load type</th>
<th>Power factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home2</td>
<td>13</td>
<td>39</td>
<td>AC</td>
<td>0.89</td>
</tr>
<tr>
<td>Home3</td>
<td>10</td>
<td>29</td>
<td>AC</td>
<td>0.9</td>
</tr>
<tr>
<td>Home4</td>
<td>14</td>
<td>49</td>
<td>AC</td>
<td>0.89</td>
</tr>
<tr>
<td>Home9</td>
<td>100</td>
<td>319</td>
<td>AC</td>
<td>0.99</td>
</tr>
<tr>
<td>Home10</td>
<td>239</td>
<td>799</td>
<td>AC</td>
<td>0.9</td>
</tr>
<tr>
<td>Home11</td>
<td>119</td>
<td>399</td>
<td>AC</td>
<td>0.92</td>
</tr>
<tr>
<td>Home12</td>
<td>239</td>
<td>799</td>
<td>AC</td>
<td>0.93</td>
</tr>
<tr>
<td>Home14</td>
<td>479</td>
<td>1599</td>
<td>AC</td>
<td>0.85</td>
</tr>
<tr>
<td>Home1</td>
<td>0.7</td>
<td>3</td>
<td>DC</td>
<td>0.99</td>
</tr>
</tbody>
</table>

D. Diesel Generator

Diesel generator provide balance in demand for load and the electricity produced in micro grid. This model consists of a diesel engine, an anticipation system, a control system and a synchronous computer. The governor system and diesel engine models are coupled with two inputs, real (p.u.) speed and the required speed in one unit. The mass production refers to the mechanical power of the diesel engine. The console has similarities to following transfer function [21]:

\[ H_c = \frac{k(1+T_5S)}{1+T_1S+T_1T_2S} \]

Where \( k \) represents proportional gain, \( T_3, T_1 \) and \( T_2 \) refer to time constant of regulator (seconds). Below is transfer function of actuator:

\[ H_a = \frac{1+T_2S}{\sqrt{S(1+T_5S)(1+T_6S)}} \]

Alternatively, the design of diesel engine generators has a time delay that delays the operator’s torque output for a specified period. The transfer function below describes the excitation system of the machine [21]:

\[ \frac{V_{fd}}{V_{ro}} = \frac{1}{K_s+S_T e} \]

Where \( V_{fd} \) represents the exciter voltage, \( V_{ro} \) represents the output of the regulator, \( K_s \) refers to the gain and \( T_e \) represents the time constant.

E. The Lines Data

In AC and low-voltage distribution levels standard microgrid distribution lines are common. For the main 13.8-kV network, the unit resistance of line is 0.339 ohm per kilometer, the unit reactance of line is 0.1168 ohm per kilometer and its impedance is 0.41 ohm / kilometers. More details are provided in Table 2 [6].

Table 2. Micro grid line data

<table>
<thead>
<tr>
<th>Line</th>
<th>Distance(km)</th>
<th>Reactance (ohm)</th>
<th>Resistors (ohm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>2</td>
<td>0.19</td>
<td>0.016</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>4</td>
<td>0.39</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>5</td>
<td>0.39</td>
<td>0.05</td>
<td>0.089</td>
</tr>
<tr>
<td>6</td>
<td>0.39</td>
<td>0.05</td>
<td>0.045</td>
</tr>
<tr>
<td>Line</td>
<td>Distance(km)</td>
<td>Reactance (ohm)</td>
<td>Resistors (ohm)</td>
</tr>
<tr>
<td>------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>7</td>
<td>0.09</td>
<td>0.02</td>
<td>0.056</td>
</tr>
<tr>
<td>8</td>
<td>1.99</td>
<td>0.3</td>
<td>0.68</td>
</tr>
<tr>
<td>9</td>
<td>5.98</td>
<td>0.8</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>5.98</td>
<td>0.80</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>2.99</td>
<td>0.4</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>5.99</td>
<td>0.8</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>2.5</td>
<td>0.4</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>1.5</td>
<td>0.3</td>
<td>0.8</td>
</tr>
</tbody>
</table>

4. Results of Power Flow

Figure 1 shows hybrid system of micro grid, in which all vector angle value are calculated with a phase locked notch filter adaptive to a loop. Phase lock loop has an auxiliary circuit which gets the phase angle at one stage from the instantaneous voltage waveform. In addition, the angle of the phase current is obtained in the same phase from the instantaneous current wave. Then these two values are subtracted before θ for all buses is calculated.

At the basic frequency, the power block calculates the reactive power \( Q_1 \) and active power \( P_1 \) in the basic frequency. The output variables \( Q_1 \) and \( P_1 \) are then determined at every fundamentl waveform time, as set out in equation (11), and equation (12) [6]:

\[
Q_1 = \frac{1}{2} \times \sin(\theta_i) \times V_i \times I_i \\
P_1 = \frac{1}{2} \times \cos(\theta_i) \times V_i \times I_i
\]

Where:
\( Q_1 \) is one phase reactive power, \( P_1 \) is one phase active power, \( I_i \) is per-phase current, \( V_i \) is per-phase voltage, \( \theta_i \) is difference between current and voltage.

This section also demonstrates proposed system’s simulation result. Hybrid microgrids are responsible for stabilising the operations in stable condition under minimum and maximum demand scenario. Simulink furnished per phase calculations. However, the active and reactive power value presented in Table 3 and Table 4 represent sum of per phase power, or in other words, the sums for the three phase active and reactive power. For any load bus, \( P_1 \) and \( Q_1 \) are presented, while \( P_\theta \) and \( Q_\theta \) are presented for any generator bus. Lastly, for any transfer bus, \( P_{\text{transfer}} \) and \( Q_{\text{transfer}} \) are given.

<table>
<thead>
<tr>
<th>Bus</th>
<th>Angle(degree)</th>
<th>V</th>
<th>( Q_\theta )</th>
<th>( P_\theta )</th>
<th>( Q_1 )</th>
<th>( P_1 )</th>
<th>( Q_{\text{transfer}} )</th>
<th>( P_{\text{transfer}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-29</td>
<td>0.91</td>
<td>14</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-29.9</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-32</td>
<td>0.92</td>
<td>12</td>
<td>19</td>
<td>15</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-30</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-34</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-32</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-29</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-65</td>
<td>0.96</td>
<td>50</td>
<td>140</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-29</td>
<td>0.93</td>
<td></td>
<td>0.70</td>
<td>109</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-29</td>
<td>0.93</td>
<td></td>
<td>140</td>
<td>190</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-29</td>
<td>0.99</td>
<td></td>
<td>70</td>
<td>89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-29</td>
<td>0.89</td>
<td></td>
<td>140</td>
<td>190</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-29</td>
<td>0.93</td>
<td>70</td>
<td>89</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-29</td>
<td>0.91</td>
<td></td>
<td>280</td>
<td>380</td>
<td>79</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Result of loads at maximum demand

<table>
<thead>
<tr>
<th>Bus</th>
<th>Angle (degree)</th>
<th>V</th>
<th>$Q_d$</th>
<th>$P_d$</th>
<th>$Q_1$</th>
<th>$P_1$</th>
<th>$Q_{\text{transfer}}$</th>
<th>$P_{\text{transfer}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-30.1</td>
<td>0.89</td>
<td>29.99</td>
<td></td>
<td>45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-29.5</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-30.3</td>
<td>0.91</td>
<td>41</td>
<td>65</td>
<td>42</td>
<td>59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-32.4</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
<td>90</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-30.3</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td>60</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-32.2</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td>1080</td>
<td>790</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-31.1</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td>350</td>
<td>560</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-59.99</td>
<td>0.91</td>
<td>430</td>
<td>680</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-29.9</td>
<td>0.93</td>
<td></td>
<td></td>
<td>37</td>
<td>330</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-30.1</td>
<td>0.91</td>
<td></td>
<td></td>
<td>430</td>
<td>580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-29.99</td>
<td>0.92</td>
<td></td>
<td></td>
<td>220</td>
<td>280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>-29.8</td>
<td>0.91</td>
<td></td>
<td></td>
<td>450</td>
<td>580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-29.7</td>
<td>0.89</td>
<td>1670</td>
<td>1820</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-29.3</td>
<td>0.92</td>
<td></td>
<td></td>
<td>90</td>
<td>120</td>
<td>350</td>
<td>230</td>
</tr>
</tbody>
</table>

5. Proposed System Analysis

Two analytical schemes are established to compute metrics for describing the primary cases concerning future studies focusing on optimisation and compensation. Figure 5 depicts the characteristics of daily demand for the suggested hybrid microgrid system. The curve is obtained by computing total hourly demand specific to every load defined by the model, which includes the critical load components, namely commercial and industrial. Load modelling was based on fixed impedance; therefore, the nominal power and actual power used differ slightly because of the voltage drop created in the system. As illustrate in figure 5, system’s minimum demand is only 30% of the maximum demand. Active and reactive power demand in system is assumed to have a similar relationship. The minimum demand situation must be used to ascertain the capacity and placement of the compensation mechanism. Interacting compensating components may cause an overvoltage scenario in the system. Referring to figure 6, it can be observed that there is maximum demand at 11:00, which is also the time at which solar radiation, and, therefore, solar power production is also maximised. The increased power demand witnessed at this time is caused by the combination of industrial and domestic loads [6].

![Figure 5. The curve of demand for one day](image-url)
6. Analysis of Voltage Profile

Figure 6 depicts the voltage profile determined for analysing the maximum load energy scenario, while figure 7 depicts the voltage profile for minimum load capacity. The system operates under single-phase loading leading to unbalanced loads, thereby warranting a voltage profile analysis. In both situations, the voltage profile adheres to the appropriate operating standards. Nevertheless, as highlighted in Figure 6, when demand is at its maximum level, low voltage grid (220V) buses 2 and 3 witness a noteworthy drop in voltage. Voltage profile quality is specified using indicators depicted in Figures 6 and 7. Equations (13) and (14) specify the calculation for average voltage deviation for the system [6].

Voltage Average Deviation \[ V_{avg} = \frac{1}{n} \sum_{i=1}^{n} |V_{di} - V_i| \]  

This function represents the maximum voltage deviation in the system.

Maximum Voltage Deviation \[ M_{max} = \max_{1 \leq i \leq n} [ |V_{di} - V_i| ] \]  

\( V_{di} \) is the desired voltage, and \( V_i \) is the bus voltage, and \( n \) is the buses number.

7. Buss Active Power-Balance

Figures 8 and 9 highlight the power production and consumption characteristics (in kVA) for every system bus, including the power level (kW) at the DC bus. A positive value on the graph
indicates the power (load) drawn by the bus. Bus 14 has a negative power level; hence, there is a transfer to bus 14 from bus 9 acting as a source of power concerning the diesel generation. Tables 3 and 4 describe these situations along with the residual negative capacity for generation specific to the bus. Considering the maximum demand situation in figure 8, there are six bus (1, 2, 6, 7, 13, and the DC bus) that generate power. Figure 9 depicts the balance of power in the system concerning the minimum demand situation. At maximum demand, the power level for every bus decreases. For this situation, the characteristics of distributed generation are specified, leaving diesel generator 8 connected to the bus. At the same time, the remaining inactive power contribution is made through bus 13 connected to the grid.

8. Analysis Reactive-Power Balance

Figures 10 and 11 highlight system characteristics at the maximum and minimum demand levels, respectively. Bus-specific voltage profiles, reactive power balances, changes in voltage phase angles, are depicted in the abovementioned figures. In both situations, it can be observed that there is an association between reactive injection and the voltage increment at the bus, where the present power generation compensates for reactive powers. The reactive powers of systems is observed using Bus8 having diesel generators, and Bus13 having external reactive power. Nevertheless, as depicted in figure 10, the maximum demand situation indicates the transfer of reactive power to buses 9 and 14.
Specific to this scenario, the power flow direction indicates negative power at these buses. Tables 3 and 4 provide details specific to these situations. The analysis of reactive power compensation requires these crucial scenarios as the starting points to obtain voltage optimisation. Concerning maximum demand, the compensation values can be validated using an analysis of the contributions during minimum demand. Figure 11 highlights the voltage characteristics concerning the specified case. Values are appropriate, and for certain buses, they exceed one p.u. In such cases, analyses should be performed during reactive power injection increase to optimise maximum demand situations.

![Graph](image)

**Figure 10.** (a) The reactive power balance at maximum demand (b) The voltage at maximum demand
The reactive power balance at minimum demand

The voltage at minimum demand

9. The Power Losses for Lines

The active powers loss for the system was computed under both balanced and unbalanced currents. Equation (15) specifies the power loss concerning a State of Charge (SoC) using first line and second line [6]:

\[
P_{a,b} = \left( \sum_{i=1}^{n} |I_{i,a,b}|^2 \right) \times (R_n + R_\ell) \tag{15}
\]

where:
- \( n \) is number of phases of the system in line b.
- \( I_{i,a,b} \) is current in one phase
- \( R_n \), \( R_\ell \) are resistors of one phase,

Figures 12 and 13 depict the phase loss for every line when the system is in minimum and maximum demand situations. It can be observed from the figures that the maximum loss occurs during low-voltage on the grid carrier feed line. Concerning every phase, the highest power loss of approximately 9.9 kW is present on line 7 (responsible for connecting buses 3 and 4); nevertheless, there is less distance. Figures 12 and 13 depict the active power losses happening
on every phase under unbalanced loading. Such an imbalance in load is because of the low-voltage grid supplying single-phase loads. Figure 13 highlights that the maximum loss per phase is limited to 1.4 kW. This level is significantly less compared to the maximum demands loss specific to every phase.

![Figure 12. Maximum demand power losses per phase](image)

![Figure 13. Minimum demand power losses per phase](image)

### 10. Energy Management Model

A two-stage hierarchical framework for energy management is proposed, in keeping with the hierarchical control system of the microgrid group. The lower energy management system concentrates on microgrid level and minimizes microgrid operating costs. The control objects, including generators, energy store systems and loads, are all microgrid tools. Photovoltaic typically works at full power output to effectively use renewable energy. The key controlling objects of the Energy Management System (EMS) are also controllable composed of a micro source (MS), an energy storage network and a controllable load (CL). The lower stage of the EMS will include the power references and unit startup / shutdown plan for the CMS, the power references for charging / discharging for the ESS, the CL change or reduction programmer: the RES (Res) and energy specifications for Renewable Energy Sources (RES). Therefore, the sharing of power between the MG and the upstream grid has to be determined. The real-time state of responsibility (SoC) of the ESS needs to be calculated in the decision-making process to achieve relevant results.
The energy management program at high level is responsible for the management of MGs and microgrid community level device (MCLD). The EMS seeks to keep the whole microgrid group (MGC) operating costs minimized. As in the lower EMS level, the high-level EMS may include MCLD operating instructions including power references, start-up, and shut-down systems, and power references for charging or unloading.

A. Day-Ahead Management

The Home Energy Management Systems (HEMS) algorithm generally resolves the optimal operating plan for Distributed Energy Resources (DER) and home appliances. This study considers diesel generators, photovoltaic units, and batteries as DERs. The household appliances are classified into two classes to describe the customer's changed usage pattern; unaccompanied (critical) loads and controllable. An uncheckable load such as a TV or lighting cannot be planned by HEMS. Appliances whose HEMS controls the operation are included in the controlled load. We separate controllable loads into constantly controllable loads and moves loads. This study describes the constantly controllable shift capabilities and critical loads of the Heating, Ventilation and Air Conditioning (HVAC), the water heater and must-run services. With view of consumer comfort level and power prices, the HEMS controls all controllable (all constantly controllable and shift-free) devices and the power. The optimal load pattern decided by the operating agent should also be compiled.

B. Implementation of Linear Programming Method to Solve the EMS Problem

This paper provides the solution of this EMS problem with a linear programming model algorithm designed to optimize the utility of the demand cluster with regard to a set of constraints, such as daily minimum energy usage, maximum or minimum hourly load rates, energy storage limits and electricity available from the principal grid and the distributed energy resources.

The model proposed is developed with the following linear objective function as a linear program optimization problem:

\[ c_{\text{tot}} = \sum_{k=0}^{N} c_{\text{grid}}(k) \cdot E_{\text{grid}}(k) \]  

(16)

The first phase determines the reserves for energy and control of each MG and the energy and reserves exchanged among the MGs. In this stage, the following limitations should be taken into account:

\[ E_{\text{batt}}(k) = E_{\text{batt}}(k - 1) + P_{\text{batt}}(k) \Delta T \]  

(17)

\[ P_{\text{pv}}(k) + P_{\text{grid}}(k) + P_{\text{batt}}(k) = P_{\text{load}}(k) \]  

(18)

\[ \min_{x} f^T x \text{ such that } \{ A \cdot x \leq b \} \]  

(19)

\[ x = [P_{\text{grid}}(1:N) P_{\text{batt}}(1:N) E_{\text{batt}}(1:N)]^T \]  

(20)

\[ X = \begin{bmatrix} \text{I}_{N \times N} & \text{I}_{N \times N} & \text{0}_{N \times N} \\ \text{O}_{N \times N} & \text{Y}_{N \times N} & \Phi_{N \times N} \end{bmatrix}_{A_{eq}} \begin{bmatrix} P_{\text{load}}(1:N) - P_{\text{pv}}(1:N) \\ E_{\text{batt}}(1) \\ \text{0}_{N-1} \end{bmatrix}_{beq} \]  

(21)

\[ Y_{3 \times 3} = \begin{bmatrix} 0 & 0 & 0 \\ \Delta T & 0 & 0 \\ 0 & \Delta T & 0 \end{bmatrix} \]  

(22)

\[ \Phi_{3 \times 3} = \begin{bmatrix} -1 & 1 & 0 \\ 0 & -1 & 1 \end{bmatrix} \]  

(23)
\[
\begin{bmatrix}
O_{N\times N} & I_{N\times N} & O_{N\times N} \\
O_{N\times N} & -I_{N\times N} & O_{N\times N} \\
O_{N\times N} & O_{N\times N} & I_{N\times N} \\
O_{N\times N} & O_{N\times N} & -I_{N\times N}
\end{bmatrix}
\begin{bmatrix}
X
\end{bmatrix}
\begin{bmatrix}
P_{\text{max}} \\
-P_{\text{min}} \\
E_{\text{max}} \\
-E_{\text{min}}
\end{bmatrix}
\geq
(24)
\]

The community energy management system with photovoltaic and battery:

\[
\text{minimize } \sum_{t=1}^{N} \delta c_t G_t - w E_N + \sum_{t=1}^{N-1} g_t
\]

Subject to:

\[
E_1 = E_{\text{initiat}}
\]
\[
E_{t+1} = E_t - \delta B_t
\]
\[
S_t + G_t + B_t = d_t
\]
\[
G_{t+1} - G_t \leq g_t
\]
\[
l_b \leq B_t \leq u_b
\]
\[
l_e \leq E_t \leq u_e
\]

Where \(G_t\) the power from grid is, \(B_t\) is the power from battery, \(E_t\) is the stored energy, \(g_t\) is the change in power from grid.

C. Simulation Results of Optimization Method

As shown in Figure 1, the proposed model is simulated on a radial test network with three microgrids. A 24-hour scheduling horizon tests the mathematical problem. In an isolated structure, the interconnected microgrids are operated which are separated from the upstream grid. All micro grids include DGs, RES modules, as well as active and reactive loads and demand response programs in some selected buses. Each microgrid includes RES modules. The details on the microgrid’s total load and demand response system is shown in table 1.

Since the proposed method confrontations with a roughly similar data-driven approach to uncertainty in stochastic confrontation, it was chosen to calculate HEMS efficiency using the Heuristics algorithm. The analysis is summarised in Figure 14, Figure 15, Figure 16 and Figure 17 between several research studies on energy scheduling of the micro grids.
Figure 14. Heuristics method, (a) power of renewable energy sources, (b) SoC of energy storage system, (c) The price
D. Pricing Patterns

The proposed work uses the pricing signal for bill calculation (linear programming) because optimization offers more flexibility than other pricing schemes. It is because its value varies every hour according to the consumption of the load. Therefore, scheduling variable load optimization in cost reduction scenarios is easier and efficient, although optimism is an efficient pricing scheme where cost reduction is the main goal. Optimization can create rebound peaks, however, as all users attempt to transfer load within small hours.

The integrated model of linear programming and heuristics is then used to reduce the peak to average (PAR) ratio and energy consumption bill. This hybrid model primarily aims at reducing product usage and PAR costs. Normally, the utility perceives these costs well in advance. The combined heuristics model gives the potential users the flexibility to participate in DR load management schemes. Figure 16 shows the grid price average and Figure 17 shows total grid consumption.
11. Conclusion

In this article, a novel hierarchical energy management strategy was proposed for a multi-micro grid system. It was shown in our studies that interconnected micro grids are imposed to different endogenous and exogenous sources of uncertainties that need to be accurately modeled in the problem formulation. The goal of the interconnected micro grid in this paper was to confine uncertainty inside the micro grids network and to minimize the unscheduled power exchange with the main grid considering system cost. This research proposed a two-stage model of home energy management system by considering the uncertainties of load and small-scale renewable energy generation. The first stage included a modified deterministic day-ahead scheduling problem. In this stage, the aggregator requests to control the consumption were fulfilled. Besides, the satisfaction characteristics of the customer was modeled and alongside with the battery degradation cost was considered in the problem. The second stage added a real-time regulation block to the proposed home energy management system. An embedded optimization problem applied to train the controller to maintain the optimality of the solution. The simulation results clearly show that the novel added block yielded up to 95% success rate to handle the deviations. Moreover, it is observed; by considering the real-time regulation algorithm, the proposed home energy management system can optimize the operating schemes close to the ideal deterministic results. Also, the proposed method provides real-time monitoring and control of demand-side management system. It improves the performance of the system load to the level of distributed energy resource saturation.
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