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Abstract: In this paper, we try to solve the Redundancy Optimization Problem (ROP) using a recent bio-inspired meta-heuristic that is Firefly Algorithm (FA) combined to Universal Moment Generating Function (UMGF). The problem consists on selecting the appropriate components from a multi-state system (MSS) given the minimum cost. The solution must also fulfill a system reliability constraint. The reliability in our work is considered as the ability to satisfy the demand and is calculated using u-tranform technique. Our algorithm was tested on a system contained multiple choices of five subsystems from a list of product available in the market. The components of each subsystem are characterized by their cost, performance (capacity) and availability. The results obtained by the proposed algorithm are compared with several algorithm founds in literature.
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1. Introduction
The role of systems analysts and designers becomes very challenging due to the diversity of components technology and versions. Especially, we cannot guarantee high reliability and the required customer demand without ensuring sometimes a high cost. That why, only the use of computer tools and efficient meta-heuristics can solve such optimization problem. Actually, reliability optimization lets us assume that both of components and series-parallel system may be in other states than the two habitual states that are complete working and total failure states. They can still operational in other levels of performance. Thus, the approaching optimization methods seem to be preferable than exact classic methods since they can reach solution closer to required reliability. Recently much works treat cost and reliability optimization of series-parallel systems using approaching methods. The problem of total cost minimization, subject to availability constraints, is well known as the redundancy optimization problem (ROP). The ROP is studied in many different forms as summarized in [1, 2]. The ROP for the multi-state reliability was introduced in [3, 4, 5]. Many meta-heuristic were used such as: Genetic Algorithms [5], Particles Swarm Optimization and Local Search [6], Harmony Search [7], Ant Colony Optimization [8], Tabu Search [9] and Immune Algorithm [10].

This work proposes a Firefly meta-heuristic algorithm to solve the redundancy optimization problem. The algorithm has to find the optimal multi-state structure (MSS) design that may be a power station coal transportation system which supplies the boiler consists of five subsystems. The optimal solution corresponds to the minimum cost and is subject to the requirement of meeting the demand with the desirable level of reliability [11]. To evaluate the reliability for series-parallel system structure, we develop a procedure which is based on universal moment generating function (UMGF) [3]. An approach to model the redundancy optimization problem is suggested in [4-12]. In this approach costs of components are defined as explicit analytical function of component capacities and the same reliability index value is assigned to all components of a given type, regardless of their capacity. In [13, 14], respectively a genetic algorithm and ant colony approaches are used as an optimization technique to solve the problem.

The remainder of this paper is organized as follows: the second Section of the paper consists on a general description of model used and redundancy optimization problem.
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formulation. In the third section, we describe the reliability estimation method using the UMGF technique. The fourth Section describes the basic Firefly algorithm and its adaptation to the problem. In last section, a comparative study between algorithm proposed and other published algorithms in literature.

2. Formulation of Redundancy Optimization Problem (ROP)

Let us consider a power system containing N electrical power components connected in series-parallel as sketched in Figure 1. There has been much interest in power production models, where new redesign is considered. To formulate the new redesign problem, let consider a series-parallel power system containing n subsystems i = 1, 2, ..., N in series. Each component turn contains a number of different components connected in parallel. All components of any given subsystem belong to different version v. Components a characterized by their Reliability (Aij), cost (Cij) and performance (\( \Xi_{ij} \)) according to their version.

The structure of subsystem i can be defined by the numbers of parallel components \( k_{ij} \) for \( 1 \leq j \leq V_i \), where \( V_i \) is the number of versions available for component of type i. The entire system can therefore be defined by the set of triplets \{Aij, \Xi_{ij}, Cij\} (1 \leq i \leq N, 1 \leq j \leq V_i). \( K \) represents the initial system structure. In fact, for given-K, the total cost of the power system structure can be calculated as

\[
C = \sum_{i=1}^{N} \sum_{j=1}^{V_i} k_{ij} c_{ij}
\]  

(1)

Usually in electrical power energy, the Loss of Load Probability index (LOLP) and the Expected Energy Not Supplied (EENS) in operation period \( T \) are used for reliability estimation [15]. This index measures the probability that the load demand will not be met. Generally the load demand is represented by discrete random curve. If the time period of load is the set of \( M \) intervals, with duration \( T_i \) (\( i = 1, ..., M \)), and each demand level \( W_i \) has \( T_i \) duration, the LOLP is calculated as follows:

\[
LOLP = \frac{1}{\sum_{i=1}^{M} T_i} \sum_{i=1}^{M} p(\Xi_{ij} > W_i) T_i
\]  

(2)
and

\[
EENS = \frac{1}{M} \sum_{i=1}^{M} P(W_i \geq \Xi_i) T_i
\]

(3)

Where \( P(\Xi_i \leq W_i) \) represents the probability that the total system capacity \( \Xi_i \) is lower than the demand level \( W_i \) (EENS). All capacities production and demand are defined as a percentage of their total nominal value. The cumulative load curve is represented by vectors \( W = \{W_i\} \) and \( T = \{T_i\} \) who is known for every power system.

The measure of reliability system is defined by \( A \) index in reference [5], given by the expression \( A = 1 - LOLP \) [16, 17, 18]. This index will be compared and must be not less than some preliminarily specified level \( A_0 \).

A. Optimal Design Optimization

The multi-state electrical power system redundancy optimization problem can be formulated as follows: find the minimal cost system configuration \( k_1, k_2, \ldots, k_N \), such that the corresponding reliability exceeds or equal the specified reliability \( A_0 \). That is:

Minimize

\[
C = \sum_{i=1}^{n} \sum_{j=1}^{V_i} k_g c_g
\]

(4)

Subject To

\[A(d, t, k_1, k_2, \ldots, k_N) \geq A_0\]

3. Reliability Estimation Method Based on UMGF

The last few years have seen the appearance of a number of works presenting various methods of quantitative estimation of systems consisting of devices that have a range of working levels in [19, 20]. Usually one considers reducible systems. In general, for the series connection, the level of working is determined by the worst state observed for any one of the devices, while for parallel connection the performance is obtained by adding the performances of the parallel devices. However, such the approach is not applicable for the majority of real systems. In this paper, the procedure used is based on the universal z-transform, which is a modern mathematical technique introduced by [21]. This method, convenient for numerical implementation, is proved to be very effective for high dimension combinatorial problems. In the literature, the universal z-transform is also called UMGF or simply u-transform.

The UMGF of a discrete random variable \( \Xi \) is defined as a polynomial:

\[
u(z) = \sum_{j=1}^{J} P_j z^{-\Xi_j}
\]

(5)

Where the variable \( \Xi \) has \( J \) possible values and \( P_j \) is the probability that \( \Xi \) is equal to \( \Xi_j \).

The probabilistic characteristics of the random variable \( \Xi \) can be found using the function \( u(z) \). In particular, if the discrete random variable \( \Xi \) is the MSS stationary output performance, the availability \( A \) is given by the probability \( prob(\Xi \geq W) \) which can be defined as follows:
Where $\Phi$ is a distributive operator defined by expressions (7) and (8):

$$\Phi(P_j^{\sigma \geq -W}) = \begin{cases} P_j, & \text{if } \sigma \geq W \\ 0, & \text{if } \sigma < W \end{cases} \quad (7)$$

$$\Phi\left(\sum_{j=1}^{J} P_j \Xi_j^{\geq -W}\right) = \sum_{j=1}^{J} \Phi\left(P_j \Xi_j^{\geq -W}\right) = \sum_{j=1}^{J} \left(\sum_{P_j \Xi_j^{\geq -W}}\right) \quad (8)$$

It can be easily shown that equations (7)–(8) meet condition $\text{Proba}(\Xi \geq W) = \sum_{j=1}^{J} P_j$. By using the operator $\Phi$, the coefficients of polynomial $\text{u}(\Xi)$ are summed for every term with $\Xi_j \geq W$, and the probability that $\Xi$ is not less than some arbitrary value $W$ is systematically obtained.

Consider single devices with total failures and each device $i$ has nominal performance $\Xi_i$ and reliability $A_i$. The UMGF of such an device has only two terms can be defined as:

$$u_i(\Xi) = (1 - A_i)\Xi^0 + A_i\Xi^1 = (1 - A_i) + A_i\Xi^1 \quad (9)$$

To evaluate the MSS availability of a series-parallel system, two basic composition operators are introduced.

These operators determine the polynomial $\text{u}(\Xi)$ for a group of devices.

**A. Parallel devices**

Let consider a system device $n$ containing $J_n$ devices connected in parallel. The total performance of the parallel system is the sum of performances of all its devices. In power systems, the term capacity is usually used to indicate the quantitative performance measure of a device [12]. Examples: generating capacity for a generator, carrying capacity for an electric transmission line, etc. Therefore, the total performance of the parallel unit is the sum of capacities (performances) [13]. The $u$-function of MSS device $n$ containing $J_n$ parallel devices can be calculated by using the $\mathcal{S}$ operator:

$$u_p(\Xi) = \mathcal{S}(u_1(\Xi), u_2(\Xi), ..., u_n(\Xi)),$$ where $\mathcal{S}(\Xi_1, \Xi_2, ..., \Xi_n) = \sum_{i=1}^{n} \Xi_1$.

Therefore for a pair of devices connected in parallel:

$$\mathcal{S}(u_1(\Xi), u_2(\Xi)) = \mathcal{S}(\sum_{i=1}^{n} P_i z^{a_i}, \sum_{j=1}^{m} Q_j z^{b_j})$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{m} P_i Q_j z^{a_i+b_j}$$

The parameters $a_i$ and $b_j$ are physically interpreted as the performances of the two devices. $n$ and $m$ are numbers of possible performance levels for these devices. $P_i$ and $Q_j$ are steady-state probabilities of possible performance levels for devices. One can see that the $\mathcal{S}$ operator
is simply a product of the individual u-functions. Thus, the device UMGF is: \( u_p(z) = \prod_{j=1}^{J} u_j(z) \).

Given the individual UMGF of devices defined in equation (11), we have:
\[
u_p(z) = \prod_{j=1}^{J} (1 - A_j + A_j z^{-\Xi_j}) .\]

**B. Series devices**

When the devices are connected in series, the device with the least performance becomes the bottleneck of the system. This device therefore defines the total system productivity. To calculate the u-function for system containing \( m \) devices connected in series, the operator \( \delta \) should be used:

\[
\delta(u_1(z), u_2(z), \ldots, u_m(z)) = \delta \left( \sum_{i=1}^{n} P_i z^a_i, \sum_{j=1}^{m} Q_j z^{b_j} \right) = \sum_{i=1}^{n} \sum_{j=1}^{m} P_i Q_j z^{\min[a_i, b_j]}
\]

Applying composition operators \( \Im \) and \( \delta \) consecutively, one can obtain the UMGF of the entire series-parallel system. To do this we must first determine the individual UMGF of each device.

**C. Devices With Total Failures**

Let consider the usual case where only total failures are considered and each subsystem of type \( i \) and version \( v \) has nominal performance \( \Xi_{iv} \) and availability \( A_{ij} \). In this case, we have: \( \text{Proba}(\Xi = \Xi_{ij}) = A_{ij} \) and \( \text{Proba}(\Xi = W) = 1 - A_{ij} \). The UMGF of such a device has only two terms can be defined as in equation (9) by \( u^{*i}_{ij}(z) = (1 - A_{ij}) z^0 + A_{ij} z^{\Xi_{ij}} = 1 - A_{ij} + A_{ij} z^{\Xi_{ij}} \). Using the \( \Im \) operator, we can obtain the UMGF of the \( i \)-th system device containing \( k_i \) parallel devices \( u_i(z) = \left( u^{*i}_{ij}(z) \right)^{k_i} = \left( A_{ij} z^{\Xi_{ij}} + (1 - A_{ij}) \right)^{k_i} \).

The UMGF of the entire system containing \( n \) system devices connected in series composed with identical elements is:

\[
u_i(z) = \delta \left( A_{ij} z^{\Xi_{ij}} + (1 - A_{ij}) \right) \]

To evaluate the probability \( \text{Proba}(\Xi \geq W) \) for the entire system, the operator \( \Phi \) is applied to equation (10):
\[ \Pr oba(\Xi \geq W) = \Phi\left[u(z)z^{-W}\right] \]  

(11)

4. The Firefly Optimization Approach

The problem formulated in this paper is a complicated combinatorial optimization problem. The total number of different solutions to be examined is very large, even for rather small problems. An exhaustive examination of the enormous number of possible solutions is not feasible given reasonable time limitations. Thus, because of the search space size of the ROP for MSS, a new algorithm is developed in this section. It consists in an adaptation of the Firefly meta-heuristic to our problem. Firefly algorithm (FA), a recently developed meta-heuristic optimization algorithm, is employed in this paper to solve the proposed optimization problems since the superiority of FA over some other meta-heuristic optimization algorithms was reported in [22, 23, 24].

A. Fireflies in Nature

Fireflies, belong to family of Lampyridae, are small winged beetles capable of producing a cold light flashes in order to attract mates. They are believed to have a capacitor-like mechanism, that slowly charges until the certain threshold is reached, at which they release the energy in the form of light, after which the cycle repeats [25, 26]. The basic principle and its implementation in our problems are briefly introduced in the following paragraphs.

B. Basic Principles of Firefly Algorithm

Firefly algorithm inspired by the flashing behavior of fireflies was recently put forth by Yang [22, 23, 24]. The fundamental functions of flashing light of fireflies are to communicate (like attracting mating partners) and to attract potential prey. Inspired by this nature, the firefly algorithm was developed by idealizing some of the flashing characteristics of fireflies and representing each individual solution of optimization problem as a firefly in population.

![Firefly Algorithm Flow Diagram](image-url)
Three major idealized rules are [22, 23][27, 28]:

- All fireflies in the population are unisex so that any individual firefly will be attracted at other fireflies;
- For any pair of fireflies, the less bright one will move towards the brighter one. The attractiveness of a firefly is proportionally related to the brightness which decreases with increasing distance between two fireflies;
- The brightness of a firefly is proportionally related to the value of objective function in the similar way to the fitness in genetic algorithm. The procedure of implementing the FA for a maximum optimization problem is summarized by the pseudo code shown in Figure 2 [22, 23, 24, 25][28].

C. Parameters

In the firefly algorithm, there are five important issues:

- Light Intensity: In the simplest case for minimum optimization problems, the brightness I of a firefly at a particular location x can be chosen as \( I(x) \propto \frac{1}{f(x)} \).
- Attractiveness: In the firefly algorithm, the main form of attractiveness function can be any monotonically decreasing functions such as the following generalized form:

\[
\beta_{ij} = \beta_0 e^{-\gamma r_{ij}}
\]  

(12)

Where \( r \) is the distance between two fireflies, \( \beta_0 \) is the attractiveness at \( r = 0 \) and \( \gamma \) is a fixed light absorption coefficient.

- Distance: The distance between any two fireflies i and j at \( x_i \) and \( x_j \) can be the Cartesian distance as follows:

\[
r_{ij} = \sqrt{\sum_{k=1}^{d} (x_{i,k} - x_{j,k})^2}
\]  

(13)

Where \( x_{i,k} \) is the \( k^{th} \) component of the \( i^{th} \) firefly.

- Movement: The movement of a firefly \( i \) attracted to another more attractive (brighter) firefly \( j \), is determined by

\[
x_i = (1 - \beta_{ij})x_i + \beta_{i,j}x_j + \alpha(rand - \frac{1}{2})
\]  

(14)

where the first and second term is due to the attraction while the third term is randomization with \( \alpha \) being the randomization parameter and “rand” is a random number generator uniformly distributed in \([0, 1] \).

5. Experimental Results and Discussion

A. Power Design Test Example

A power station coal transportation system which supplies the boiler consists of five basic components [5]:

1. Primary feeder which loads the coal from the bin to the primary conveyor.
2. Primary conveyor which transports the coal to the stacker-reclaimer.
3. Stacker-reclaimer which lifts the coal up to the burner level.
4. Secondary feeder which loads the secondary conveyor.
5. Secondary conveyor which supplies the burner feeding system of the boiler.
The example is solved by use of the data given in Table 1. Each element of the system is considered as a initi with total failures. Table 2 contains the data of the piecewise cumulative boiler demand curve.

### B. Execution and Firefly Algorithm Parameters

The simulation results depend greatly on the firefly algorithm parameters values. We set \(\alpha_{\text{max}}=20, \alpha_{\text{min}}=0.01, \beta_0=0.5, \gamma=0.01\). To implement the algorithm presented in this paper, a C++ code was written and executed on a machine with an AMD-A4-3300M APU 1.9GHz CPU and 4GB RAM. A range of values of the parameters was tested to choose the appropriate ones. Though a combination of finely tuned parameters’ values leads to better convergence of meta-heuristic algorithms, to choose the best combination is very difficult and becomes a drawback of these algorithms.

<table>
<thead>
<tr>
<th>Subsystems</th>
<th>Versions</th>
<th>Reliability A</th>
<th>Cost C (mln $)</th>
<th>Capacity Ξ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Primary feeder</td>
<td>1</td>
<td>0.980</td>
<td>0.590</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.977</td>
<td>0.535</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.982</td>
<td>0.470</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.978</td>
<td>0.420</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.983</td>
<td>0.400</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.920</td>
<td>0.180</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.984</td>
<td>0.220</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.995</td>
<td>0.205</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.996</td>
<td>0.189</td>
<td>92</td>
</tr>
<tr>
<td>2 Primary conveyor</td>
<td>3</td>
<td>0.997</td>
<td>0.091</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.997</td>
<td>0.056</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.998</td>
<td>0.042</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.971</td>
<td>7.525</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.973</td>
<td>4.720</td>
<td>60</td>
</tr>
<tr>
<td>3 Stacker- reclamer</td>
<td>3</td>
<td>0.971</td>
<td>3.590</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.976</td>
<td>2.420</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.977</td>
<td>0.180</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.978</td>
<td>0.160</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.978</td>
<td>0.150</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.983</td>
<td>0.121</td>
<td>72</td>
</tr>
<tr>
<td>4 Secondary feeder</td>
<td>5</td>
<td>0.981</td>
<td>0.102</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.971</td>
<td>0.096</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.983</td>
<td>0.071</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.982</td>
<td>0.049</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.977</td>
<td>0.044</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.984</td>
<td>0.986</td>
<td>128</td>
</tr>
<tr>
<td>5 Secondary conveyor</td>
<td>2</td>
<td>0.983</td>
<td>0.825</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.987</td>
<td>0.490</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.981</td>
<td>0.475</td>
<td>51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(W_m(%))</th>
<th>100</th>
<th>80</th>
<th>50</th>
<th>20</th>
</tr>
</thead>
</table>

| \(T_m(\text{h})\) | 4203 | 788 | 1228 | 2536 |
### C. Results and Discussion

Table 3. Solutions comparison for different values of $A_0$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Optimal Solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.970</td>
<td>1</td>
<td>2(2)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2(2)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5(6)</td>
<td>3(3)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3(3)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1(1)</td>
<td>1(1)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1(1)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>9(6)</td>
<td>8(3,9)(3)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7(3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3(3)</td>
<td>3(2,4)(1)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3(3)</td>
</tr>
<tr>
<td></td>
<td>0.975</td>
<td>1</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>2(2)</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>4(1,2)(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>5(6)</td>
<td>3(2)</td>
<td>5(6)</td>
<td>5(6)</td>
<td>5(6)</td>
<td>6(1)</td>
<td>1(1,3)(2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1(1,4)(1)</td>
<td>1(1,4)(1)</td>
<td>2(2)</td>
<td>1(1,4)(1)</td>
<td>1(1,4)(1)</td>
<td>1(1,4)(1)</td>
<td>1(2)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>3(1)</td>
<td>6(1,7)(2)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4(3)</td>
<td>4(3)</td>
<td>2(1)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>3(1)</td>
<td>3(1,4)(2)</td>
</tr>
<tr>
<td></td>
<td>Cost (mln $)</td>
<td>10.581</td>
<td>10.602</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10.55</td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>0.970</td>
<td>0.970</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.970</td>
</tr>
<tr>
<td>0.980</td>
<td>1</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>2(2)</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>4(1,2)(1)</td>
<td>2(1)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3(2)</td>
<td>3(2)</td>
<td>5(6)</td>
<td>3(2)</td>
<td>3(2)</td>
<td>2(1,5)(1)</td>
<td>2(1,5)(1)</td>
<td>2(1)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2(1,3)(2)</td>
<td>2(1,3)(2)</td>
<td>3(2)</td>
<td>3(1,2)(2)</td>
<td>3(1,2)(2)</td>
<td>3(1,2)(2)</td>
<td>1(1,2)(1)</td>
<td>2(1,3)(2)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>3(1)</td>
<td>4(1,7)(2)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3(2,4)(1)</td>
<td>3(2,4)(1)</td>
<td>2(1)</td>
<td>3(2,4)(1)</td>
<td>2(1,4)(1)</td>
<td>2(1,4)(1)</td>
<td>2(1,4)(2)</td>
<td>3(1,4)(2)</td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>0.9761</td>
<td>0.9761</td>
<td>0.9774</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.976</td>
<td>0.9753</td>
</tr>
<tr>
<td>0.990</td>
<td>1</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>2(2)</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>4(1,2)(1)</td>
<td>2(1)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3(2)</td>
<td>3(2)</td>
<td>3(2)</td>
<td>3(2)</td>
<td>2(1,5)(1)</td>
<td>2(1,5)(1)</td>
<td>2(1)</td>
<td>2(2,4)(1)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2(2,3)(1)</td>
<td>2(2,3)(1)</td>
<td>3(2)</td>
<td>2(2,3)(1)</td>
<td>2(2,3)(1)</td>
<td>2(2,3)(1)</td>
<td>1(1,2)(1)</td>
<td>1(3,2)(2)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>3(1)</td>
<td>2(6,9)(3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>3(1)</td>
<td>4(3)</td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>0.9820</td>
<td>0.9820</td>
<td>0.9808</td>
<td>0.9820</td>
<td>0.9826</td>
<td>0.9826</td>
<td>0.980</td>
<td>0.9817</td>
</tr>
<tr>
<td>0.990</td>
<td>1</td>
<td>4(2,6)(1)</td>
<td>4(2,6)(1)</td>
<td>2(2)</td>
<td>4(2,6)(1)</td>
<td>4(2,7)(1)</td>
<td>4(2,7)(1)</td>
<td>4(1,2)(1)</td>
<td>2(1)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3(2)</td>
<td>3(2)</td>
<td>3(2)</td>
<td>3(2)</td>
<td>2(1,5)(1)</td>
<td>2(1,5)(1)</td>
<td>2(1)</td>
<td>2(5,4)(3)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2(2,3)(1)</td>
<td>2(2,3)(1)</td>
<td>3(2)</td>
<td>2(2,3)(1)</td>
<td>2(2,3)(1)</td>
<td>2(2,3)(1)</td>
<td>1(1,2)(1)</td>
<td>1(3,2)(2)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>7(3)</td>
<td>3(1)</td>
<td>2(6,9)(3)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>4(3)</td>
<td>3(1)</td>
<td>4(3)</td>
</tr>
<tr>
<td></td>
<td>Cost (mln $)</td>
<td>15.870</td>
<td>15.870</td>
<td>17.050</td>
<td>15.870</td>
<td>15.959</td>
<td>15.959</td>
<td>15.870</td>
<td>15.560</td>
</tr>
<tr>
<td>A</td>
<td></td>
<td>0.9900</td>
<td>0.9900</td>
<td>0.9937</td>
<td>0.9920</td>
<td>0.9931</td>
<td>0.9931</td>
<td>0.992</td>
<td>0.992</td>
</tr>
</tbody>
</table>
The studied system consists of five subsystems connected in series, and for each subsystems, from 4 to 9 different elements types connected in parallel are available. The reliability index $A_0$ has been set to four different values, namely 0.97, 0.975, 0.98 and 0.99, to create three variations of the problem. The objective is to select the optimal combination of elements used in series-parallel structure of the system. This has to correspond to the minimal total cost with regard to the selected level of the system availability. For a fair comparison, the same number of iterations (500), and the populations (150).

The comparisons between the best solution of firefly algorithm (FA) and the best solutions obtained by the methods in references [5, 6, 7, 8, 9, 10, 30] are provided in Table 3. Note that in these references the proposed algorithm is of a stochastic nature. The firefly algorithm on the redundancy optimization problem (ROP) for a multi-state system (MSS) with heterogeneous redundancy generally yields better solutions with a lower cost and reasonable reliability than the other algorithms. We take, for example, for reliability level ($A_0 = 0.975$) the solutions found by all algorithms are better than those by Tabu search [9], for another example the reliability level ($A_0 = 0.98$) the solutions found by all algorithms are better than those by HS [7], IA [10] and TS [9].

6. Conclusion

In conclusion, in this paper we have shown that the hybrid approach which combines between the UMGF and the FA system is an interesting approach to solve the Redundancy Optimization Problem with regard to heterogeneous multi-state series-parallel structures, allowing a maximum of two types of redundant components in each subsystem. The FA meta-heuristic selects elements from a list of available products according to their reliability, nominal capacity (productivity) and unit cost. This approach allows us to minimize the total investments cost subject to availability constraint. The results are better compared to the methods in the literature in terms of solutions not computing time.

Appendix

$i,j,l =$ Respectively indices of series, versions and demand period interval;
$N =$ Number of series $i$;
$C_{ij} =$ Cost of component $j$ of type $i$;
$V_i =$ Number of Available components technologies of type $i$;
$k_{ij} =$ Number of occurrence of component $j$ in series $i$;
$\Xi_i =$ Performance of power component $i$;
$A_{ij} =$ Reliability of component $j$ of type $i$;
$A_0 =$ Minimum availability required;
$M =$ Number of demand period interval;
$K_{\text{max}} =$ Maximum number that can be taken from each component $j$;
$P_i =$ Performance probability of $i$-th device;
$Q_j =$ Performance probability of $j$-th device;
$W =$ Demand levels;
$\text{ROP} =$ Redundancy optimization problem;
$\text{MSS} =$ Multi states system;
$\text{UMGF} =$ Universal moment generating function;
$\text{LOLP} =$ Loss of load probability;
$\text{EENS} =$ Expected energy not supplied;
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