Coordinated Control of Flexible AC Transmission System Devices and Power System Stabilizer for improve the Power System Stability Using Fuzzy Adaptive Bacterial Foraging
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Abstract: Due to the development of power networks and the ever increasing use of Flexible AC Transmission Systems (FACTS) instruments, the unpredicted interactions have been increased in the power system. Thus, the designing and setting of proper controllers is crucial for the improvement of the dynamic response of a power system along with the FACTS instruments. Because of that in this paper, a new optimization algorithm-based method of Fuzzy Adaptive Bacterial Foraging (FABF) has been used to design the Power System Stabilizer (PSS) and the Thyristor Controlled Series Capacitor (TCSC) for damping the low frequency oscillations of the power system. The aim of this design is to minimize the deviation of speed and generators terminal voltage in a great range of loads with the use of FABF algorithm. Designing of TCSC and PSS has been both independently and simultaneously performed to confirm the discussed method. The comparison of this method with the Particle Swarm Optimization algorithm (PSO) in the 4-machine Kundur system and the 10-machine New England system, shows the superiority potential of this method.
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1. Introduction
With the advent of large power systems and connecting them, low frequency oscillations in the power system can be seen in the range of 0.3-3 Hz. These oscillations can be damped or remain in the system after appearing, which in that case their amplitude is expanded and causes the fragmentation and instability of the power system [1-2]. Therefore it is necessary for the system to maintain its stability and synchronism when encountering these changes that are known as disturbances. Hence, in the recent decades, different methods have been considered for the designing of power system stabilizer. In the papers, for the designing of power system stabilizers some common methods such as the following ones have been used: phase compensation, poles placement, residual compensation, sensitivity analysis and modern control methods [3]. The problems of these methods include high volumes of calculation, low convergence speed and the possibility of stopping in the local minimum which makes the obtained response not to be optimum. Recently, in order to reduce the design problems in the classic methods, intelligent methods are widely used in the power system stabilizers. For example, the $H_\infty$ method is used to achieve stability and performance characteristic such as reference input permanent state tracing, reduction of the disturbance effect on the performance of the closed-loop system, determination of control signal limitations, and reduction of overshoot [4-5].

But PSSs are designed for the damping of local modes and don't have enough damping ability in the large power systems, especially in the heavy loading conditions in the long transmission lines. In this regard, recent advances in the power electronic industry have led to the utilization of instruments related to FACTS. But considering that both the PSS equipment and FACTS instruments are considered control instruments with quick response, simultaneous utilization of both of them in the power system due to the existence of interaction ability between them, may be destructive to the power system performance. Hence in the recent years,
in order to reduce the existing interactions and to promote the performance level of the power systems, the researchers' approach has been directed towards the simultaneous design of FACTS and PSS controllers instruments, some of which to be mentioned are: Static VAR Compensator (SVC), Static Synchronous Series Compensator (SSSC), Static Synchronous Compensator (STATCOM), etc [6-9]. In this paper, simultaneous control of PSS and another product of the FACTS family that is TCSC, have been taken into consideration. Thyristor controlled series compensator (TCSC) as one of the FACTS controllers is used to increase the stability and damping of the oscillations in the power systems [10-12]. TCSC can take up different roles in the power system some of which to be mentioned are: power system damping, increasing the transmission capacity from the line, transient stability improvement, fault current limiter and sub-synchronous resonance damping [13].

In the recent years, the examination of TCSC control methods have caught the attention of many researchers to the extent that different control methods have been introduced for the control of TCSC, some of them to be mentioned are pole placement [14], robust control [15], adaptive control [16], intelligent control methods [15-18-20] and nonlinear control [21-22]. In [15] with the use of design method in time domain, robust controller has been offered for the damping of the power system oscillation, and the results taken from robust controller simulation have been compared with the results taken from phase lead–lag controller. In [16] the designed damper controller is adaptive and the parameters of the power system are estimated according to a simple genetic and power system model. Also in [17] neural controller, in [18] self-adjusting proportional-integral-fuzzy controller has been offered. In [19] back-propagation based fuzzy PID adaptive controller was designed. In this type of design, controller parameters are dynamically adjusted by neural network output. In [21] model-based nonlinear controller and in [22-23] also non-linear controller have been designed using the Lyapunov function. In [24] for the purpose of pole placement for PSS and TCSC, gradual cooling algorithm of SA has been used. In [25] with the use of particle swarm algorithm, the coordinated design of PSS and TCSC has been mentioned. In this research a new powerful method called FABF algorithm [26] has been used for the optimum design of the proposed controlling parameters with the aim of reducing the existing interaction in the power system and with the consideration of varied exploiting conditions. Also to ensure the resistance of the controller designed by this method, the system performance has also been examined under an intense disturbance. Evaluation of the results taken from the simulation carried out in the time domain, confirms the suitability of the proposed model for TCSC and effective damping efficiency of the controller designed by the FABF method, in the improvement of power system stability. Also the results clearly show the superiority of the coordinated design of PSS and TCSC compared to the separate design of each of these instruments. This superiority has been demonstrated in the ITAE framework of performance indicator.

2. Introduction of the Algorithm

Vestiges of the living types in every revolutionary process depend on their own measures of fitness which is dependent on foraging and animal behavior. Law of evolution supports the ability of better foraging and or removing or reshaping of them with poor foraging ability. The stronger genes, in the evolutionary chain in the future generations reproduce to the types that have better breeding ability. Therefore, clear understanding of the foraging modelling of each of the evolutionary types, has brought about the proper application in nonlinear system optimization algorithm. Foraging strategy of the E.coli bacteria in the human intestine can be explained through the four processes written below:

1. Chemotaxis
2. Swarming
3. Reproduction
4. Elimination & Dispersal
A. Chemotaxis

The movement characteristics of the bacteria in foraging can be defined in the two forms of swimming and tumbling, which combined together are known as Chemotaxis. If bacteria is moving in a pre-defined path, it would be called "is swimming" and if it moves in a totally different direction then it would be called "is tumbling". Mathematically, the tumbling of every bacterium can be shown by a random longitudinal unit of the path (i), which is multiplied by the length of the step of the bacterium C(i). If swimming, this random length would be pre-defined.

In order to reach the optimum value of the step in a shorter time, a domain exists in fuzzify for the C(i) variable. At the beginning of the move, the C(i) vector value is randomly selected and this selection plays an important role in the convergence of the SBF algorithm [24]. The small value of C(i) causes the reduction of convergence, and the large values may, by setting the minimum of swimming, continuously divert the bacteria. Thus, selection of C(i) in SBF is sensitive, time taking and exhausting. Hence, to ensure the convergence of the SBF algorithm, the fuzzy adaptation method has been used to determine C(i) [28]. In this method, the fuzzy input variables are considered as C(i) and the error of target function, gives the fuzzy output as the optimum value of C(i). For the C(i) movement vector step, the fuzzy toolbox in MATLAB 7.6 software, utilized fuzzify.

B. Swarming

In the process of reaching to the richest source of forage for the bacterium (e.g. for the algorithm for the convergence in a more proper point), it is important for the bacterium to try to absorb another bacterium during the desired periods of foraging, so that they will quickly become convergent in the targeted point. To achieve this, a penalty function based on the relative distance of each bacterium from a more proper bacterium to that time of foraging is added to the original cost function. Finally, when all the bacteria are integrated together in the desired point, this penalty function becomes zero. The effect of swimming is for creating bacteria swarms for the groups and the movement is in the form of concentric pattern with large swarms of bacteria.

C. Reproduction

The main collections of the bacteria get evolved after taking several chemotactic levels, and reach the stage of reproduction. Here, the best collection of bacteria is divided into two groups. The healthier half replaces the other half of the removed bacteria, and this action will make the population of the bacteria to remain unchanged during the process of evolution.

D. Elimination and Dispersal

It is possible that in the local environment, the life of a population of bacteria changes either gradually by consumption of nutrients or suddenly due to some other influence. Events can kill or disperse all the bacteria in a region. They have the effect of possibly destroying the chemotactic progress, but in contrast, they also assist it, since dispersal may place bacteria near good food sources. Elimination and dispersal helps in reducing the behavior of stagnation (i.e., being trapped in a premature solution point or local optima).
The flow chart of the proposed FABF algorithm is shown in Figure 1.

The FABF algorithm proposes the optimum design of the PSS and TCSC controllers in the multi-machine power system in an independent and also a coordinated way. The coding of the proposed FABF algorithm for the management of rescheduling of the PSS and TCSC controllers optimization in the multi-machine power system is as follows:

1. Initialize parameters $p, S, N_s, N_{re}, N_{ns}, P_{ed}, C(i) \ (i = 1, 2, \ldots, S), \theta_i$.
2. Elimination-dispersal loop: $l = l + 1$
3. Reproduction loop: $k = k + 1$
4. Chemotaxis loop: $j = j + 1$
   
   [a] For $i = 1, 2, \ldots, S$ //take a chemotaxis step for bacterium $i$

![Figure 1. Flowchart of fuzzy adaptive bacterial foraging algorithm](image-url)
[b] Compute fitness function $J_{\text{error}}(i,j,k,l)$.

\[ J_{\text{error}}(i, j, k, l) = J_{\text{error}}(i, j, k, l) + J_{\text{cc}}(\theta(i, j, k, l), P(j, k, l)) \]

[c] $J_{\text{last}} = J_{\text{error}}(i,j,k,l)$ //to save this value to find a better cost

[d] Tumble:

Generate a random vector $\Delta(i) \in \mathbb{R}^m$ with each element $\Delta(m(i))$, where $m = 1, 2, \ldots, p$, a random number on $[-1,1]$.

[e] Move:

\[ \theta^i(j + 1, k, l) = \theta^i(j, k, l) + C(i) \Delta(i) \sqrt{\Delta^T(i)\Delta(i)} \]

//step size $C(i)$ for bacterium $i$.

Fuzzify the variable $C(i)$

[f] Compute $J_{\text{error}}(i,j+1,k,l)$

\[ J_{\text{error}}(i, j + 1, k, l) = J_{\text{error}}(i, j + 1, k, l) + J_{\text{cc}}(\theta(i, j + 1, k, l), P(j + 1, k, l)) \]

[g] Swim $m = 0$

//counter for swim length While $m < N_s$

\[ m = m + 1 \]

If $J_{\text{error}}(i,j+1,k,l) < J_{\text{last}}$ //if doing better

\[ J_{\text{last}} = J_{\text{error}}(i, j + 1, k, l) \]

\[ \theta^i(j + 1, k, l) = \theta^i(j + 1, k, l) + C(i) \Delta(i) \sqrt{\Delta^T(i)\Delta(i)} \]

(3) $J_{\text{error}}(i, j + 1, k, l) = J_{\text{error}}(i, j + 1, k, l) + J_{\text{cc}}(\theta(i, j + 1, k, l), P(j + 1, k, l))$

Else, $m = N_s$ //End of while statement

[h] Go to next bacterium $i + 1$ if $i \neq S$ //Go to process the next bacterium

5. If $j < N_e$, Go to 4 //to continue chemotaxis, since the life of the bacteria is not over

6. Reproduction:

For the given $k$ and $l$, and for each $i = 1, 2, \ldots, S, N_c+1$

\[ J_{\text{health}}^i = \sum_{j=1}^{N_c+1} J_{\text{error}} \]

(5) If $k < N_{re}$, Go to 3 //to perform reproduction

7. Eliminationdispersal:

For $i = 1, 2, \ldots, S$, with probability $p_{ed}$

Perform elimination dispersal //to eliminate and disperse one to a random location

If $l < N_{ed}$, Go to 2 Otherwise end.

3. **Power system modelling**

A. **Synchronous generator and power system stabilizer**

Consider a power system with $n$ number of generators in which the dynamic model of the $i$ (th) machine based upon the 5 ordinary differential equations, has been shown in the equations (1) to (5) [29].

\[ \frac{d\delta_i}{dt} = \omega_i \]

(1)

\[ \frac{d\omega_i}{dt} = -\frac{1}{2H_i} \left[ p_{mi} - p_{ei} - D_i \omega_i \right] \]

(2)

\[ \frac{de_{di}}{dt} = \left[ e_{di} - (x_{qi} - x_{di}) I_{di} \right] \frac{1}{T_{qi}^{ext}} \]

(3)

\[ \frac{de_{qi}}{dt} = \left[ E_{fdi} - e_{di} - (x_{di} - x_{di}') I_{di} \right] \frac{1}{T_{doi}^{ext}} \]

(4)

\[ \frac{dE_{fdi}}{dt} = -\frac{1}{T_{Ai}^{ext}} (E_{fdi} - E_{fdi0}) - \frac{K_{Ai}}{T_{Ai}} (V_n - V_{u0}) \]

(5)
Which δ, ω, H, P_m, P_e, D, e_d, e_q, x_d, x_d, I_d, E_f, T_d, K_A, T_A, V_t are angle, angular velocity of the rotor, inertia constant, mechanical input power, electric output power, damping coefficient, internal voltage of the d and q axes, synchronous reactance and transient of d and q axis, axial flow of d and q armature, excitation voltage, d axis transient time constant, gain and time constant of excitation, and synchronous generator terminal voltage, respectively. Axial flow of d and q armature of synchronous generator is obtained as follows:

\[ I_{di} = \sum_{i=1}^{n} e'_{qj} (G_{ij} \sin \delta_{ij} - B_{ij} \cos \delta_{ij}) \]  
\[ I_{qi} = \sum_{j=1}^{n} e'_{ij} (B_{ij} \sin \delta_{ij} - G_{ij} \cos \delta_{ij}) \]

Which \( G_{ij} \) and \( B_{ij} \): are real and imaginary part of the (i,j) admittance matrix element. The classic power system stabilizer has phase-lag structure which has been shown in Figure 2 and the excitation is of D-type1.

\[ \Delta \omega \& \Delta P \]
\[ K_{PSS} \]
\[ \frac{T_{m}s}{T_{m}s + 1} \]
\[ \frac{T_{s} + 1}{T_{s} + 1} \]
\[ \frac{T_{d}s + 1}{T_{d}s + 1} \]
\[ \frac{T_{q}s + 1}{T_{q}s + 1} \]
\[ U_{min} \]
\[ U_{max} \]

Figure 2. Lead-lag structure of power system stabilizer

B. TCSC modelling and damping controller design

TCSC circuit model with its control block diagram is shown is Figure 3. TCSC has three main parts: C capacitor, L bypass inducer and bidirectional thyristors. The firing angle of thyristors are controlled in a way so that the TCSC reactance would be adjusted according to the control system algorithm, and usually the (α) firing angle would be readjusted due to the created changes in system parameters. According to Figure3 it can be seen that by changing the switching of bidirectional thyristors, the TCSC reactance can be an inductive or capacitive variable. Therefore, according to capacitor voltage, Thyristor Controlled Reactor (TCR), is fired by thyristors phase angle in the angular range of 90 to 180 degrees. It's possible to model TCSC as the variable reactance for the power flow studies and dynamic stability analysis. The dynamic equation of TCSC reactance can be defined as follows:

\[ \Delta X_{TCSC} = \frac{1}{T_s} (K_s (\Delta X_{TCSC}^{ref} + \Delta U_{TCSC}) - \Delta X_{TCSC}) \]  

In the equation \( X_{TCSC}^{ref} \) is the reference reactance, \( K_s \), \( T_s \) are gain and time of TCSC. As can be seen from section (b) of Figure 3, TCSC block diagram includes these three parts: gain block, signal washout block, and phase lead-lag.

It's necessary to mention that since FACTS instruments are used in transmission systems, when choosing input signals, local signals are always preferred over broad signals. Hence, the input signal in the given multi machine system, is considered as the speed and voltage variation between two areas.
C. Damping controller design for the multi-machine power system

In order to improve the damping of power system oscillation, the duty of damping controller is to produce electrical torque in-phase with controller input signal. In this regard, in order to maintain stability and reduce low frequency oscillation, the coefficients of TCSC and PSS controllers can be identified using ranges shown in Figure 4 for the determined target function in equation (9).

\[
ITAE = 1000 \sum_{i=1}^{4} \left( \sum_{j=1}^{4} \Delta \omega_{i,j} + \sum_{i=1}^{4} \Delta V_{i} \right) dt, i \neq j
\]  

Which, \( t_{sim} \) of simulation time, \( \Delta V_{i} \) of voltage deviation, \( i_{th} \) of generator, and \( \Delta \omega_{i,j} \) are oscillations between \( i \) and \( j \) of the two generators.

Figure 3. Makeup of TCSC included: (a) Circuit model of TCSC (b) Diagram block of TCSC controller

Figure 4. Particle configurations (A) TCSC control and (B) PSSs controllers
In order to design PSS and TCSC controller for every area of the power system shown in Figure 5, one of the PSSs (PSS1, PSS3) was considered for the simultaneous design with TCSC which is installed between the buses 8 and 9. Parameters of the proposed controllers are designed using FABF method. In this case, due to this combination of the parameters, the controllers will have the best performance, and the damping of the oscillations will reach its best status. Damping controller of Figure (2) and (3) with speed variations signals (Δω) and voltage variations (ΔV) of two areas as input, should be able to produce enough damping torque for the improvement of the stability conditions of under-testing multi-machine power systems in Figure (5) and (6). For this purpose and also for the optimization of the performed design, phase lead-lag dynamic compensator parameters, K, T1, T2, T3 and T4, under operational conditions in table 2 and with the goal of the minimization of the fitness function value (ITAE) defined in equation (9), were determined using the FABF algorithm.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Light</th>
<th>Normal</th>
<th>Heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>0.7323</td>
<td>0.1711</td>
<td>0.7767</td>
</tr>
<tr>
<td>G2</td>
<td>0.7183</td>
<td>0.1888</td>
<td>0.7659</td>
</tr>
<tr>
<td>G3</td>
<td>0.7679</td>
<td>0.1337</td>
<td>0.8163</td>
</tr>
<tr>
<td>G4</td>
<td>0.7404</td>
<td>0.1266</td>
<td>0.7912</td>
</tr>
</tbody>
</table>

This design has been done for the TCSC and PSSs controller, by considering the constraints shown in Figure 4.

The 4-machine power system shown in Figure 5 consists of two symmetrical areas which are connected together by two 230 kV transmission lines with the length of 220km. Also in every area, two synchronous generators with the nominal power of 20kV/900MVA have been used [3]. The second power system which is shown in Figure (6), is the New England 10 machine power network, and the information related to this system including, generators dynamic equations, excitation system and PSSs are given in [30]. According to Figure (6), the Single-line diagram of this system includes 10 generators, 39 buses and 46 transmission lines. This system can be considered as an infinitive-bus connected single-machine (10th generator) system. From the perspective of inter-area low frequency oscillation, some lines are a proper place for TCSC installation. In this regard, the position of TCSC placement is between the buses 1 and 2 and also buses 8 and 9 [31].
5. Simulation results

A. The 4-machine power system simulation results

In this paper, the performance of the FABF proposed method on the 4-machine and 10-machine system, has been considered as an optimization issue for the purpose of power system stability and reduction of the existing interaction between TCSC and PSS. Optimization parameters by FABF algorithm which includes the TCSC and PSSs controller coefficients, have been provided in table 2. Also in table 3, special values of local and inter-area modes resulted from different designs of PSSs and TCSC controllers, have been shown for the 4-machine system under nominal loading condition by the given method of FABF. Also, as can be seen, the existence of unstable inter-area mode while the controller isn't being used, is in the location of 0.1082± i4.027. But despite the coordinated controller design of TCSC, PSS1 and PSS3, this unstable inter-area mode has been transmitted to the -2.13±i3.52 with the damping ratio of 0.517, which shows the power system stability.
Table 2. The optimal parameter settings of the proposed controllers

<table>
<thead>
<tr>
<th>Controller Parameters</th>
<th>Coordinated</th>
<th>Uncoordinated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TCS</td>
<td>PSS₁</td>
</tr>
<tr>
<td>Kₚ</td>
<td>25.34</td>
<td>36.2</td>
</tr>
<tr>
<td>T₁</td>
<td>0.23</td>
<td>0.53</td>
</tr>
<tr>
<td>T₂</td>
<td>1.12</td>
<td>0.41</td>
</tr>
<tr>
<td>T₃</td>
<td>0.95</td>
<td>1.17</td>
</tr>
<tr>
<td>T₄</td>
<td>0.96</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Table 3. The various modes of oscillation of the closed loop with PSSs and TCSC for two areas 4-machine systems in nominal load conditions

<table>
<thead>
<tr>
<th>Type of mode</th>
<th>Without Controller</th>
<th>TCSC Controller</th>
<th>PSS Controller</th>
<th>Uncoordinated PSS &amp; TCSC</th>
<th>Coordinated PSS &amp; TCSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-area mode</td>
<td>0.1082 ± i4.027ξ=</td>
<td>-0.895 ± i3.938</td>
<td>-1.051 ± i3.938</td>
<td>-1.45 ± i4.01ξ=</td>
<td>-2.13 ± i3.52ξ=</td>
</tr>
<tr>
<td></td>
<td>0.0268 f=0.641</td>
<td>0.257 f=0.627</td>
<td>0.257 f=0.627</td>
<td>0.4 ± f=0.64</td>
<td>0.517 f=0.56</td>
</tr>
<tr>
<td>Local mode 1</td>
<td>-0.669 ± i7.047ξ=</td>
<td>-0.235 ± i7.02</td>
<td>-3.021 ± i9.755</td>
<td>-1.45 ± i12.01ξ=</td>
<td>-2.79 ± i11.82ξ=</td>
</tr>
<tr>
<td></td>
<td>0.094 f=1.122</td>
<td>0.033 f=1.118</td>
<td>0.296 f=1.553</td>
<td>0.12 f=1.91</td>
<td>0.23 f=1.87</td>
</tr>
<tr>
<td>Local mode 2</td>
<td>-0.677 ± i7.269ξ=</td>
<td>-0.646 ± i7.272</td>
<td>-3.023 ± i10.243</td>
<td>-1.352 ± i10.211ξ=</td>
<td>-2.51 ± i12.33ξ=</td>
</tr>
<tr>
<td></td>
<td>0.095 f=1.157</td>
<td>0.088 f=1.158</td>
<td>0.283 f=1.631</td>
<td>0.13 f=1.62</td>
<td>0.20 f=1.94</td>
</tr>
</tbody>
</table>

Figure 7. Eigen values of the open loop and closed loop power system with 4-machine
Table 2, adjusted optimized parameters for the proposed controllers. Also, in figure 7, two unstable inter-area modes in the (open-loop) controller-less form of the system, which is shown in $0.1\pm 4.02i$ points, these two modes are transmitted to the left side of the imaginary axis ($j\omega$), using the proposed algorithm, making the power system stable in the inter-area mode. The effect and powerfulness of the proposed controllers' performance are examined under transient conditions in the middle of the transmission line (bus 7 and 8) by applying the three-phase short circuit error at Time=$1s$ for 150 ms. The structure of the power system is maintained at the time of error occurrence and the system recovers back to normal conditions, after the elimination of the error.

B. The nominal loading results in the 4-machine power system

In this section the output results, resulted from speed deviation of generators: $\Delta\omega_{13}$, $\Delta\omega_{34}$, $\Delta\omega_{14}$, by the proposed controllers under nominal loading conditions, were show in figures 8, 9 and 10, respectively. According to these figures, the performance of the proposed controller in the coordination between PSS and TCSC for the reduction of settling time, and thus damping of the power system's oscillations, is clearly observed. In order to further prove the method used in figure 11, the response of $\Delta\omega_{13}$ has been compared using the two different optimization techniques: FBFA and PSO. According to this figure, the amounts of overshoot, under shoot and settling time are $0.61\times 10^{-3}$, $0.72\times 10^{-3}$ and $3.78S$, respectively. Where as these amounts in designing by the particle swarm algorithm are $0.58\times 10^{-3}$, $1.4\times 10^{-3}$and $5.30$, respectively.

The obtained results imply the superiority of FABF algorithm over PSO algorithm.

![Figure 8. Response of $\Delta\omega_{13}$ for normal load condition](#)

![Figure 9. Response of $\Delta\omega_{34}$ for normal load condition](#)
C. The light loading response results in the 4-machine power system

In this section, the output results, resulted from speed deviation of generators: $\Delta \omega_{13}$, $\Delta \omega_{34}$, and $\Delta \omega_{14}$ by the proposed controllers under nominal loading conditions, were shown in Figures 12, 13, and 14, respectively. According to these figures, the performance of the proposed controller in the coordination between PSS and TCSC for the reduction of settling time, and thus the damping of the power system's oscillations, is clearly observed. In order to further prove the method used in Figure 15, the response of $\Delta \omega_{13}$ has been compared using the two different optimization techniques: FBFA and PSO. According to this figure, the amounts of overshoot, undershoot, and settling time are $0.7 \times 10^{-3}$ and $0.7 \times 10^{-3}$, respectively. Whereas these amounts in designing by the particle swarm algorithm are $0.85 \times 10^{-3}$ and $1.1 \times 10^{-3}$, respectively.
D. The heavy loading response results in the 4-machine power system

In this section the output results, resulted from the speed deviation of generators: \( \Delta \omega_{13} \), \( \Delta \omega_{34} \) and \( \Delta \omega_{14} \) by the proposed controllers under nominal loading conditions, were show in figures 16, 17 and 18, respectively. According to these figures, the performance of the proposed controller in the coordination between PSS and TCSC for the reduction of settling time, and thus damping of the power system's oscillations, is clearly observed. In order to further prove the method used in figure 19, the response of \( \Delta \omega_{13} \) has been compared using the
two different optimization techniques: FBFA and PSO. According to this figure, the amounts of overshoot, under shoot and settling time are $0.7 \times 10^{-3}$ and $0.7 \times 10^{-3}$, respectively. Whereas these amounts in designing by the particle swarm algorithm are $0.85 \times 10^{-3}$ and $1.1 \times 10^{-3}$, respectively. These results imply the better designing performance of the FABF algorithm for the damping of low frequency oscillations.

Figure 16. Response of $\Delta \omega_{13}$ for heavy load condition

Figure 17. Response of $\Delta \omega_{34}$ for heavy load condition

Figure 18. Response of $\Delta \omega_{34}$ for heavy load condition
E. The simulation results of the 10-machine power system

Under nominal performance conditions, two three-phase short-circuit cycles at the times of 1th and 4th second, were placed near bus 20 between the buses (34-20) for 150ms. The speed variations of the generators 4 and 5 compared to generator 10, were shown in figures 20 and 21. According to figure 20, the amounts of overshoot, under shoot and settling time in the design of controllers by the discussed method (FABF) are $0.2 \times 10^{-3}$, $0.6 \times 10^{-3}$ and 4.2s, respectively, whereas these amounts in the design by the PSO method are, $1.12 \times 10^{-3}$, $1 \times 10^{-3}$ and 4.5s, respectively. Moreover, according to the simulation results shown in figure 21, the amounts of overshoot, under shoot and settling time in the design by the proposed method are $0.95 \times 10^{-3}$, $0.61 \times 10^{-3}$ and 4.2s, respectively, whereas in the design by the PSO method, these results were $1.22 \times 10^{-3}$, $1.38 \times 10^{-3}$ and 5.7, respectively. According to the obtained results it can be seen that the proposed method is stronger than the classic method and PSO in stabilizing and reducing the oscillations of the generators. Also since generator 10 has the highest inertia, the speed deviation of it will be lower for the input energy. Thus, all the other generators will have a lower speed oscillation.

![Figure 20. Response of $\Delta \omega_{13}$ for normal load condition](image)

The way in which the generators' voltages vary, has been given in figures 22 and 23. According to these figures, the amplitude variations of the terminal voltage for thema chines 4 and 5, compared to generator 10, implies that the installed controllers, damp the error oscillations and voltage stability in less than 2.5 seconds. Also the comparison between the two algorithms FABF and PSO shows that the amount of the damping of low frequency oscillations with the use of FABF algorithm causes the terminal voltage variations amplitude to become zero between the generators.
The way in which the generators' voltages vary, has been given in figures 22 and 23. According to these figures, the amplitude variations of the terminal voltage for the machines 4 and 5, compared to generator 10, implies that the installed controllers, damp the error oscillations and voltage stability in less than 2.5 seconds. Also, the comparison between the two algorithms FABF and PSO shows that the amount of the damping of low frequency oscillations with the use of FABF algorithm causes the terminal voltage variations amplitude to become zero between the generators.
6. Conclusion

In this paper, the power system stabilizer and TCSC have been designed using FABF algorithm to increase the damping. The simulation results with the use of the proposed method have been coordinated with the results of separate designs of PSS, TCSC and PSS-TCSC, and have been compared using the PSO and FABF algorithms. The capability of the FABF method was proved by investigating the special values in the two inter-area frequency and local frequency modes. The results showed that the fuzzy adaptive bacterial foraging (FABF) gives a better solution than the PSO algorithm for the minimization of the target function. In addition to that, the control system performance gives a more proper response compared to the classic method and PSO, by delaying the variation in signal transmission at the time of error occurrence. For the effectiveness of the proposed method, the simulation results were tested on the kundur 4-machine and the New England 10-machine power systems, and in both systems, the FABF algorithm's results, reduced the low frequency oscillations and thus improved the dynamic response of the tested power systems.
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