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Abstract: The conventional serial booth multiplier generates full partial product (2n+1) and it 
require a 2n bit adder to perform the operation. Because of that the area of the circuit will be 
inefficient. Modified booth algorithm is used to reduce the number of partial product calculation 
to only half of the serial-parallel multiplier implementation, while keeping the area is still in 
acceptable level. In order to optimize the area, we propose a design by modifying the architecture 
of radix-4 modified booth multiplier. Here, we customize the architecture by sharing the registers 
and minimizing the bit size of adder. For the adder block, we further optimize the design by 
combining the ripple carry and carry look-ahead adder in order to eliminate the need to create 
separate circuit for receiving many signal inputs. The carry look-ahead segment is implemented 
using static Manchester Carry Chain because of its high speed, small size, and consistent 
performance. The design is implemented using 0.13µm CMOS technology. From the 
implementation and post-layout simulation result, the total number of transistor that is used is 
1132 and the total combination delay is 340 ns. 
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1.   Introduction 
 Multiplier is an essential component used in a computer system, especially for digital signal 
processing. The requirement for a multiplier varies depends on what type of device or application 
it is used for. For low-power application, it requires a small and low-power multiplier [1-4], 
while for real-time signal processing unit, a fast multiplier is required [5-7]. 
 There are several algorithms that can be used to implement a multiplier [8-9]. The simplest 
one is the straightforward long multiplication algorithm. This algorithm requires the same 
calculation of partial product with the number of operand digit. Hence, it requires bigger adder 
for parallel implementation and more iteration for serial implementation. 
 Another algorithm that can be used is Modified Booth Algorithm [10]. This algorithm can 
reduce the number of partial product that must be calculated. By implementing this algorithm in 
higher radix, Modified Booth Algorithm can reduce the number of calculation in exchange to 
the design complexity. For digital circuit implementation, radix-4 is considered the best trade-
off between speed and complexity because it is able to halve the number of partial product needed 
to be calculated while only adding a bit-shift function as an additional operation [11-13]. 
 Most of the designs of this multiplier architecture are implemented in FPGA [14-15]. While 
FPGA offers lesser development time and effort in multiplier IC design process. However, it 
limits the degree of optimization that can be applied to the design. Several groups has proposed 
several approaches to optimize a multiplier architecture using a full-custom design. A custom 
adder using complementary pass transistor and transmission  gate logic has been proposed in 
order to minimize the delay as well as to lower the power consumption [16]. A parallel multiplier 
with optimized architecture, scaling the voltage supply to 0.5V, and reduced gates size has also 
been proposed to achieve an ultra-low power design [17]. Moreover, to achieve a significantly 
low power consumption and minimum delay, a replacement of several logical circuits with an 
optimized full-adder in (4;2) compressors was proposed [18]. In this paper, we propose a 
compact design of radix-4 booth multiplier by merging the result and multiplier register into one  
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single register and using an optimized number of bit of adder. In addition, the adder cell is 
designed using a modified Manchester carry chain topology to reduce circuit delay. As a result, 
the total propagation delay, power consumption, and total circuit size can be significantly 
reduced by implementing our proposed booth multiplier. 
 
2.  Conventional Radix-4 Booth Multiplier 
A. Radix-4 Booth Algorithm 
Step-by-step of radix-4 booth algorithm to multiply two n-bits operands is as follows: 
1. Initialize the A by multiplicand, B by multiplier and multiplication result (P) by 0. A and B 

is n-bits while P is 2n-bits. 
2. For first calculation, append ‘zero’ to the right side of LSB of number B. Then, examine 3 

adjacent LSB of number B. 
3. Check the value of the examined 3 bits and perform operation to the MSB of number P based 

on Table 1. The operand must be sign extended by 1 bit. 
4. Shift B and P 2 times to the left. Repeat this algorithm from step 1 n/2 times, then P is the 

multiplication results. 
 
 Graphically, the step-by-step of radix-4 booth algorithm to multiply two-bit operand is 
illustrated in Figure 1. In addition, Table 1 is also provided to give a more detail explanation on 
how the logic operations are done to P, based on 3 LSB of number B. 
 

 
Figure 1. Visualization of Radix-4 Modified Booth Algorithm for 6-bit operand 

 
 
 

Trio Adiono, et al.

229



 
 

Table 1. Logic Operation on P from All Possible 3 LSB of Number B 

B(1) B(0) B(-
1) 

Logic 
Operation 
on P 

0 0 0 0 
0 0 1 A 
0 1 0 A 
0 1 1 2A 
1 0 0 -2A 
1 0 1 -A 
1 1 0 -A 
1 1 1 0 

 
B. Implementation of Conventional Radix-4 Booth Multiplier 
 Radix-4 booth multiplier can be implemented using one n-bits register for multiplicand, one 
n+1 bits shift left 2 register for multiplier, and one 2n-bits register to hold multiplication result. 
Partial product generation will be done by booth encoder and n+1 bits multiplexer system to 
choose the right partial product. Addition process will be done by 2n-bits adder. And finally, 
shifting process will be done by using wire arrangement, which consumes no additional 
component. For example, to create radix-4 booth multiplier with 8-bits input, the required 
component will be one 8-bits register, one 9-bit shift left 2 register, one 16-bits register, one 
booth encoder, two 9-bits multiplexer, and 16-bits adder. Block diagram for this implementation 
can be seen in Figure 2. 

 
Figure 2. Block diagram for 8-bit Radix-4 Booth Multiplier 

 
3.  Proposed Radix-4 Booth Multiplier 
A. Radix-4 Modified Booth Multiplier Architecture 
 The proposed design is focused on the size reduction of basic radix-4 booth multiplier 
architecture by minimizing two components, i.e. adder and registers. 
 Register minimization is done by combining result register (P) and multiplier register (B) 
into a single register. The combination process, based on two observations in Figure 2, is: 
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• The last n-bits of P register is actually not used in calculation process and only shifted by 2 
to the left until the final result is generated. 

• B register is also shifted by 2 to the left for each iteration. Causing the register to gradually 
be empty relative from the direction of MSB 

 From this observation, it can be concluded that the last n-bits in P register can be combined 
with B register into a single register. Because the size of B register is n+1 bits, the size of the 
combined register will be 2n+1 bits. By using this method, the total number of register bits will 
be reduced by n-1 bits. The proposed radix-4 booth multiplication algorithm using combined P 
and B register is shown in Figure 3. 
 Adder minimization is done from the fact that only n+1 MSB in the P+B register is actually 
needed to be calculated, while the rest of n-bits LSB is passed through only. It can be seen from 
Figure 3 that only the first 6-bits of + sign extension is calculated, while the rest is just passed 
through. Therefore, it can be concluded that the required adder size is only n+1 bits, which is 
almost half of the size of the basic implementation, which is 2n bits. The block diagram of our 
proposed architecture of Modified Radix-4 Booth Algorithm is shown in Figure 4. 
 

 
Figure 3. Radix-4 Booth Multiplier Algorithm using combined P and  

B register for 6-bit operand 
 
Step-by-step of the proposed 8-bit radix-4 booth multiplier algorithm is as follows: 
1. Initialize A register with multiplicand input, P+B register with sign-extended multiplier 

input.  
2. Append 'zero' to LSB of P+B register for first calculation. 
3. Examine last 3 bits of P+B register to select mode of operation, based on Table 1. Do the 

arithmetic operation with right-shifted P+B register. 
4. Shift the result once to the right, then save it to P+B register. Repeat steps 1 to 3 n/2 times. 

The result is the last P+B register value, discarding its LSB. 
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Figure 4. Proposed 8-bit Radix-4 Booth Multiplier design 

with combined P+B register and reduced adder size 
 

Step-by-step of the proposed 8-bit radix-4 booth multiplier algorithm is as follows: 
5. Initialize A register with multiplicand input, P+B register with sign-extended multiplier 

input.  
6. Append 'zero' to LSB of P+B register for first calculation. 
7. Examine last 3 bits of P+B register to select mode of operation, based on Table 1. Do the 

arithmetic operation with right-shifted P+B register. 
8. Shift the result once to the right, then save it to P+B register. Repeat steps 1 to 3 n/2 times. 

The result is the last P+B register value, discarding its LSB. 
 
B. Circuit and Layout Design 
 All the circuits are implemented using full-custom design approach with the optimization is 
mainly done in registers, multiplexers, and adder. In conventional approach, register is usually 
implemented using NAND based D Flip-flop [19]. A NAND gate uses four transistors, while D 
Flip-flop uses at least four NAND gates. This means D Flip-flop uses at least 16 transistors.  
 Moreover, one D Flip-flop only handles one-bit data. If the system handles many bits of data, 
then the number of transistors used in the circuit will be significantly increased. In our approach, 
to reduce the number of transistors, pass transistor logic was used. Pass transistor logic has been 
known of its notable reduction in transistor count for various of circuits by elimination of 
redundant branches in principle [20]. Priya et al demonstrated a full adder circuit using only 8 
transistors with power consumption of only 5.87 nW [21]. A more compact compressor circuit, 
using 28 transistors instead of 40 transistors, has also been achieved by implementing pass 
transistor logic architecture [22]. In our circuit design, the registers and multiplexers were created 
using pass transistor, as shown in Figure 5. As the result, 1/8 of transistors in conventional 
register circuit were able to be reduced. This is a significant reduction of the number of 
transistors, which also expectedly will produce less power consumption. 
 In a multiplier circuit, one of the most resource consuming circuit is adder circuit since it 
normally receives various signals/data from different circuits. Therefore, it is essential to 
optimize adder circuit. There are several types of full adder circuit, i.e. ripple carry, carry look 
ahead, carry select, kogges stone, etc [23-24]. Each of them has their own advantageous and 
drawbacks. Ripple carry adder has the simplest circuit implementation architecture amongst all. 
However, in ripple carry, the output can only be calculated if the carry from the previous stage 
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has been produced. This in return produces a considerable delay and it cannot be avoided. Carry 
look ahead eliminates this issue by calculating the carry signals from the input signals. This 
means additional circuits are needed. It is considered a good solution when the system has no 
more than 4-bits. Otherwise, the circuit implementation will be much more complicated. In carry 
select adder, it basically utilizes two ripple carry adders. One is given with constant input of 0 
carry-in, while the another one is with 1 carry-in. To select the correct pre-calculated partial 
sums, a multiplexer is used [25]. Carry select adder is generally considered as the best merit of 
high speed and less circuit complexity. Kogge-stone adder is actually a variant of carry look-
ahead adder, but is constructed in a parallel prefix architecture [26]. One drawback of kogge-
stone adder is the wiring complexity, and thus current leakage and/or parasitic capacitance may 
become a problem when the circuit is large. 
 

 
Figure 5. Register circuit with pass transistor on input 

 
 

 
Figure 6. 3-Bit Carry Look Ahead Adder 
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 Figure 6 shows our adder design. We use a combination of ripple carry and carry look ahead 
adder. In detail, our designed adder is a 3-segment ripple carry adder, in which each segment is 
a 3-bit carry look ahead adder. The carry look-ahead segment is implemented using static 
Manchester Carry Chain because of its high speed, small size, and consistent performance [27]. 
Normal Static Manchester Carry Chain cannot be directly driven by the direct input signal, 
instead it had to be driven by additional G and N signal to operate [28]. Thus, it requires an 
additional separate circuit to implement. Basically, additional 1 NAND, 2 NOT, and 1 NOR 
circuits are needed to generate G and N signal. This will significantly increase the number of 
transistors in use since these additional circuits is proportional with the number of bits it 
processes. Therefore, to realize a compact circuit design, it is necessary to overcome this issue. 
In our circuit design, to eliminate the need to create this additional circuit, the normal Manchester 
Carry Chain circuit is modified, so that it can directly accept adder input signal A and B without 
any conversion. The schematic of the modified static Manchester Carry Chain is shown in Figure 
7. It can be seen that a PMOS and a NMOS transistor is added to the circuit. These additional 
transistors will change the logic computation, and thus the adder input signal can be directly used 
to drive the transistor to generate the output signal. Moreover, by using our modified static 
Manchester Carry Chain, 12 transistors can be eliminated. With more system bit, our modified 
circuit will adequately save a huge transistor in use. 
 

 
Figure 7. Modified Static Manchester Carry Chain 

 
 The circuit layout is designed using Pyxis Mentor Graphics on 0.13µm CMOS technology. 
The channel width of PMOS is set to be 14λ, while the PMOS is 6λ. The layout design is shown 
in Figure 8. From Figure 8, it can be seen that the total layout area is (123x102) μm2. The layout 
area still consists of some space area, and thus contributes to the enlargement of the layout area. 
However, the layout area of individual circuit module is considerably small. This shows that our 
approach contributes to a more efficient layout area.  
 From Figure 8, it can be seen that the multiplier register along with shift register takes up the 
biggest layout area amongst all. This is not only because it is a combination of two circuits, but 
it also consists of a buffer circuit and some inseparable spaces. Moreover, it can also be seen that 
an additional circuit, Sign Changer, appears in the layout. This additional circuit is actually 
needed by the booth encoder and the system to correctly compute the bit value of the input data. 
In terms of layout area, it takes only a small portion of the total layout area-approximately the 
same area with full adder circuit. This layout area has even already included with a buffer circuit. 
The other circuit blocks show a very small area consumption as compared to multiplier-shift 
register circuit. This strengthen the evidence that our proposed circuit design leads to a compact 
and efficient layout area consumption of radix-4 booth multiplier circuit.  
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Figure 8. Layout Design of Full-Custom Design of Serial Radix-4 Modified Booth Multiplier. 

MrR = Multiplier Register, SR = Shift Register, MdR = Multiplicand Register, BE = Booth 
Encoder, Mx = Multiplexer, SC = Sign Changer, bFA = buffer before Full Adder,  

FA = Full Adder. 
 
 
4.  Simulation Result 
 For circuit simulation, the system multiplication functionality is tested by giving 15 and 9 as 
the input. The system should return 135 as the result. First of all, input A, the 8-bit register, is 
given a data with a value of 15. It samples the input at the rising-edge of the clock signal. The 
simulation is shown in Figure 9. As shown in Figure 9, the input data is able to be sampled 
correctly and with the output delay is below 56 ns. 
 For input B, the 17-bit-shift-by-2 register, a data with a value of 9 is given to the circuit. In 
this register circuit, the input is sampled at the rising-edge of the clock signal as well as when 
the reset signal is ON. As shown in Figure 10, the input data is able to be sampled correctly and 
the delay of the register is below 45 ns. 
 The analysis for booth encoder functionality is based on last three bits of the shift-by-2 
register. The output of the register should reflect the logic operation described in Table 1. As 
shown in Figure 11, the output shows three control signals, A, 2A, and NEG. These signals which 
then control the multiplexers and 9-bit full adder. These control signals also show a perfect match 
with the functions described in Table 1 which proofs that the module functions correctly. The 
delay of this booth encoder is less than 125 ns. 

 For multiplexer, the functionality analysis is based on booth encoder outputs. The multiplexer 
should have its output be either 0, the same as input A, or twice of input A, depending on booth 
encoder outputs. As shown in Figure 12, the multiplexer gives the correct output and the delay 
is less than 141 ns. This delay is a propagation delay which initially comes from registers, then 
through the booth encoder. Thus, the delay is higher than the delay of booth encoder. 
 The 9-bit full adder adds or subtracts values from shift-by-2 register and multiplexer output. 
The operation is controlled by booth encoder. As shown in Figure 13, the full adder correctly 
works and the delay is less than 323 ns. This delay is also a propagation delay which is 
accumulated from all the previous modules, i.e. multiplexer, shift-by-2 register, and booth 
encoder. 
 

Trio Adiono, et al.

235



 
 

 
Figure 9. Simulation Result of 8-bit Register Circuit 

 

 
Figure 10. Simulation Result of 17-bit-shift-by-2 Register Circuit 

 

 
Figure 11. Simulation Result of Booth Encoder Circuit 
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Figure 12. Simulation Result of Multiplexer Circuit 

 

 
Figure 13. Simulation Result of 9-bit Full Adder Circuit 

 
 Figure 14 shows the full circuit simulation with 15 (input A) and 9 (input B) as the input data. 
The simulation result shows that the multiplication result is 135, which appears at the third rising-
edge clock after the reset signal is ON. This result shows that the proposed design successfully 
calculates the result in half of the total clock needed compare to Serial-Parallel Multiplier design. 
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Figure 14. Simulation Result of Full Modified Radix-4 Booth Multiplier Circuit 

 
Table 2. Post-layout simulation result at Vdd = 3.3V and T = 250C 

Circuit Block Number of 
Transistor 

Delay 
(ns) 

Adder 9-bit 210 135 
Booth 
Encoder 28 12.5 

Multiplexer  
9-bit 54 4 

Shift Register 
9-bit 216 22.5 

Full circuit 1132 340 
 
 Moreover, a post-layout simulation is also conducted to observe the parasitic effect to the 
circuit performance. From the post-layout simulation result, shown in Table 2, it can be seen that 
the adder block produces the longest delay. Moreover, several additional components that are 
not mentioned in Table 2, such as buffers and parasitic capacitive load between blocks, also 
contribute to the inter-block delay, and thus worsening the full circuit propagation delay. 
In details, the 9-bit adder presented in this design requires 210 transistors, or 23.3 transistors per 
adder bit, while the smallest ripple carry adder, built by using logic gates, requires 24 transistors 
per adder bit. Additionally, since our adder is a cascaded carry look ahead adder, it has a better 
performance compare to the pure ripple carry adder. 
 In overall, the design and performance comparison between our proposed and conventional 
radix-4 booth multiplier is shown in Table 3. From the comparison data, it can be concluded that 
our proposed multiplier provides much better performance and design efficiency than the 
conventional one. 
 Our proposed multiplier design is optimized for serial multiplier architecture, and thus there 
is a probability for delay optimization limit. Therefore, other researchers also exploring parallel 
multiplier architecture [29-31]. However, our design features are at cell level as well, especially 
the adder circuit. Hence, our design features can also be implemented in any multiplier 
architectures as long as it uses modified booth multiplier algorithm. 
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Table 3. Circuit Design and Performance Comparison between Proposed and Conventional 
Booth Multiplier 

Parameter Proposed Multiplier Conventional 
Multiplier Improvement 

Adder block size Area: 83 µm2 
#Transistor: 24 

Area: 7 x 83 µm2 
#Transistor: 7 x 24 

Area: 86% 
#Transistor: 86% 

Register block size Area: 684 µm2 
#Transistor: 24 

Area: 8 x 684 µm2 
#Transistor: 8 x 24 

Area: 87% 
#Transistor: 87% 

Total size Area: 12599 µm2 
#Transistor: 1132 

Area: 13870 µm2 
#Transistor: 1492 

Area: 9% 
#Transistor: 24% 

Delay (ns) 340 405 16% 
Power dissipation (mW) 

at f = 1 MHz 10 36 72% 

 
5.  Conclusions 
 The implementation of Serial Radix-4 8-bit Modified Booth Multiplier using full-custom 
approach has been presented. By merging the registers and reducing the adder size, the overall 
multiplier size can be significantly reduced. From post-layout simulation result and comparing 
with the conventional radix-4 booth multiplier architecture, the total number of transistors in the 
proposed multiplier is reduced by 24%, while the total combination delay is reduced by 16%, 
and the power dissipation is greatly reduced by 72%. Our proposed multiplier design feature is 
also at cell level, and thus our design feature can be adopted in other multiplier architectures as 
well. For future works, we would like to implement our design feature for different multiplier 
algorithms, such as Wallace tree and Vedic multiplier. 
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