Abstract: A good dataset was required for attaining good accuracy in machine learning, especially in prediction, so that prediction accuracy was high. The imbalanced or too small dataset was a common problem in machine learning. This study proposed a method for determining the dataset's quality. If the dataset is not feasible, preprocessing can be performed to improve the dataset's quality before making predictions. Adaptive Least Mean Square (LMS) was merged with Min-max Normalization and Fuzzy Intuitive Sets (FIS) algorithms to create the proposed technique. This method might assess the value of uncertainty and information, which will influence the dataset's feasibility. If the dataset has an uncertainty value closed to 1.5 and an information value of less than 0.5, it is usable. The method has been tested on both public and private datasets. According to all experiments conducted, the uncertainty value and information value on the stated threshold can have prediction accuracy above 70% with various methodologies.
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1. Introduction

A good dataset, one that is normal, balanced, and contains enough records for the learning process, was required to produce accurate prediction results. A faulty dataset has a significant impact on the overall prediction process. However, obtaining a solid dataset was sometimes challenging due to factors such as minor disjuncts, noise, and overlapping data. [1]. In addition, a lot of predictive research only focused on improving the method and did not check the dataset feasibility. One of the biggest problems in prediction was imbalanced data, because most algorithms assumed a balance class in their design [2]. In imbalanced data, the prediction accuracy could be very low, so it is necessary to validate the dataset to determine the feasibility of the dataset used to make predictions.

Dataset feasibility analysis means analyze the feasibility of the dataset that will be used for prediction process, whether the dataset is feasible for processing or not. The analysis is carried out using Least Mean Square Predictive, where the data has been normalized before. The results of the least mean square predictive are then used as input for the fuzzy intuitive set, and the uncertainty values and information values are analyzed.

A prediction is strongly influenced by the feasibility of the dataset. If the dataset is bad, the prediction will be bad. With the dataset feasibility test, at least it can be determined the next steps that must be taken by the decision maker. For example, if there is an unbalanced dataset, it must be balanced first, or in other words, do preprocessing first so that the dataset becomes better. Research on checking the quality of the dataset has never been found, especially in prediction. Most statistical analysis on datasets was about analyze the data and determine the type of distribution be Gaussian distribution, uniform distribution, or another distribution [3][4]. The importance of this study is to minimize the use of not feasible data in decision making. If the
only data is data that is not feasible, then some of these analyzes can be used to consider preprocessing.

Adaptive LMS was an algorithm widely used for prediction, identification or recognition of unknown systems, filter configuration, and noise canceling configuration with two inputs. The advantage was simple in computation, while the disadvantage was long in iterations. Adaptive LMS was a robust algorithm, because the algorithm had a simple computation and sooner or later in achieving the target depended on the step size taken. Predicting imbalanced data was a big challenge [5]. However, processing imbalanced data directly with an adaptive LMS would cause errors in the calculations. In this condition, min-max normalization was required. Adaptive LMS was performed after the imbalanced data was processed using the min-max normalization algorithm.

According to research, the fundamental LMS algorithm proved to be highly effective for weak and monotonous ECG readings. However, in the presence of interference, the LMS algorithm has to be adjusted to reduce interference in the ECG signal, resulting in a more accurate signal reading [6]. Other studies found that the adaptive LMS algorithm was fairly effective to use for random or monotonous data, but that it needed to be modified to improve the outcomes even further. [7]. However, the adaptive LMS algorithm can work optimally. Under changing target conditions, this algorithm was quite strong to reach the target because of its simple characteristics, and the pace of the target achievement depends on the value of the step size [8]. Some of these studies had confirmed that the adaptive LMS algorithm was suitable for use in data that has irregularities.

This study aimed to exclude the imbalanced data that was unprocessable due to high uncertainty and low information. It would be a waste of time to continue study with such data. As a result, the Adaptive LMS algorithm was chosen, which is simple to calculate but effective in terms of results. After the data has been normalized with the Min-max Normalization algorithm, the Adaptive LMS algorithm is utilized to calculate the prediction error value. In order to calculate the estimate of uncertainty, the prediction error was used as a benchmark. After that, as a component of the FIS process.

This research took data from the KEEL repository [9], which consisted of data Ecoli0_vs_1, Glass 0, Hamberman and Pima. Many calculation errors appeared when the data were processed using the LMS adaptive algorithm. The data were still in an imbalanced data condition and must be processed into balanced data. After becoming a balance data, the problem was whether the four data could be processed for decision making required by the authorized parties or not, the amount of uncertainty in the data, and the amount of information that can be obtained from the data. Perhaps there were invalid data in one of them and should be excluded. This study used min-max normalization to balance out the imbalanced dataset. Min-max normalization was a straightforward normalization method that used only the maximum and minimum variables. The normalized could be determined using this way. The LMS adaptive method then process the normalized data. The LMS algorithm was chosen as the major reference because, despite having many iterations, it was straightforward to compute. Therefore, it is easy to modify the weight changes. When compared to real data, it appeared that the prediction results still had an error. An accountable analysis was required to determine whether to accept data with minor errors or to reject data with major errors. The value of uncertainty and the contribution of information provided from the data that would be eliminated were determined using a Fuzzy Intuitive Sets (FIS) analysis [10][11].

The novelty of this research was analyzing the feasibility of the datasets to be used in prediction or other data processing using an enhanced adaptive LMS method with min-max normalization and fuzzy intuitive sets so that a decision maker was not wrong in choosing valid data, especially for imbalanced data. This paper also gave the solution if the only data was the data that was not feasible.
2. Related research

Previous research related to imbalanced data only discussed classification problems and techniques for handling data. Imbalanced classification problem have become one of the challenges in data mining community, and have been widely studied in recent years, due to their complexities and huge impacts in real-world applications [12]. It introduced two kinds of decision tree ensembles for imbalanced classification problems, extensively utilizing properties of $\alpha$-divergence. First, a novel splitting criterion based on $\alpha$-divergence was shown to generalize several well-known splitting criteria such as those used in C4.5 and CART. When the $\alpha$-divergence splitting criterion was applied to imbalanced data, one can obtain decision trees that tend to be less correlated ($\alpha$-diversification) by varying the value of $\alpha$. This increased diversity in an ensemble of such trees improves AUROC values across a range of minority class priors. The second ensemble uses the same alpha trees as base classifiers but uses a lift-aware stopping criterion during tree growth. The resultant ensemble produces a set of interpretable rules that provide higher lift values for a given coverage, a property that is much desirable in applications such as direct marketing. Experimental results across many class-imbalanced datasets, including BRFSS, and MIMIC datasets from the medical community and several sets from UCI and KEEL are provided to highlight the effectiveness of the proposed ensembles over a wide range of data distributions and of class imbalance.

Imbalanced data, defined as a significant discrepancy in observation frequency between classes, has got much attention in data mining research. Because most classifiers assume the class distribution is balanced or the penalties for different types of classification errors are equal, prediction performance frequently degrades as classifiers learn from unbalanced data. The researchers suggested a new framework called model-based synthetic sampling (MBS), which combined modeling and sampling techniques to generate synthetic data to deal with imbalanced situations. The results of the experiments showed that the proposed strategy was not only comparable but also stable. It also included thorough examinations and visualizations of the proposed strategy to empirically show why it may provide good data samples. [13].

Another research related to imbalanced data discussed the pre-processing technique for handling imbalanced data using k nearest neighbor or kNN [12]. Under sampling method in dealing with class-imbalanced problems, this method only employed a subset of the majority class and thus was very efficient. The main deficiency was that many majority class examples are ignored [14], and many more research that was essentially about the problem of classification and technique for handling imbalanced data.

Research that discussed the validity of imbalanced data so that it was feasible to be processed has not existed in previous studies. This research was intended to develop a method to determine the validity of imbalanced data so that decision makers do not use the wrong data for processing. This method combined min-max normalization, adaptive LMS and intuitive fuzzy sets. Fuzzy Intuitive Sets is required to determine the value of uncertainty and information of the imbalanced data. This was to ensure that the data was classified as valid data or not. Some research that used fuzzy intuitive sets in its method can be mentioned as follows.

Methods of calculating the value of uncertainty and information had begun to emerge. Some of them were studied using patient data to diagnose a disease suffered by a patient [10]. Discussion about fuzzy soft set decision problems and a new algorithm based on grey relational analysis is presented. The evaluation bases of the new algorithm were multiple. There was more information in a decision result based on multiple evaluation bases, which was more easily accepted and logical to one's thinking [15].

Another research was the needs for the application of a multicriteria approach to solve problems in which solution consequences cannot be estimated on the basis of a single criterion, it involves the necessity of analyzing a vector of criteria, and problems that may be considered on the basis of a single criterion but their unique solutions are not achieved because the uncertainty of information produces so-called decision uncertainty regions. (Ekel, 2002a). The paper shows the inconsistent intuitionistic fuzzy sets, picture fuzzy sets and neutrosophic fuzzy sets are representable by Interval-valued intuitionistic fuzzy sets, which themselves are
representable by an ordered pair of the standard Intuitionistic fuzzy sets.[16]. Intuitionistic fuzzy interpretations of the processes of multi-person and of multi-measurement tool were discussed in this article. Multi-criteria decision makings are also discussed in this paper.[17]. Linear regression analysis in an intuitionistic fuzzy environment using intuitionistic fuzzy linear models with symmetric triangular intuitionistic fuzzy number (STriIFN) coefficients was introduced in this article.[18]. Table 1 shows the list of previous research related to this research.

<table>
<thead>
<tr>
<th>No</th>
<th>Author</th>
<th>FIS</th>
<th>Min-Max</th>
<th>Adaptive LMS</th>
<th>Description</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kulicka [10]</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>FIS for decision-making based on one main alternative</td>
<td>logic of thought</td>
</tr>
<tr>
<td>2</td>
<td>P. Y. Ekel [19]</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Application of fuzzy sets for a multicriteria approach</td>
<td>Comparative analysis for the equation</td>
</tr>
<tr>
<td>3</td>
<td>Kong et al [15]</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Application of fuzzy soft set in decision-making based on grey theory</td>
<td>Comparative analysis for the method</td>
</tr>
<tr>
<td>4</td>
<td>K, Atanassov, Vassilev [16]</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Showing the inconsistent intuitionistic fuzzy sets</td>
<td>Comparative analysis</td>
</tr>
<tr>
<td>5</td>
<td>K. Atanassov et. al [17]</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Intuitionistic fuzzy interpretations of the processes of multi-person and of multi-measurement tool</td>
<td>logic of thought, Additional insight</td>
</tr>
<tr>
<td>6</td>
<td>Parvathi et. al [18]</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Linear regression analysis in an intuitionistic fuzzy environment using intuitionistic fuzzy linear models</td>
<td>Additional insight</td>
</tr>
<tr>
<td>7</td>
<td>Y.Park, J. Ghosh [12]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>about classification problems and technique for handling Imbalanced data</td>
<td>Additional insight</td>
</tr>
<tr>
<td>8</td>
<td>C.L. Liu, P. Hsieh, 2020 [13]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Explain about Imbalanced data was characterized by the severe difference in observation frequency between classes and proposed a novel framework called model-based synthetic sampling (MBS) to cope with imbalanced problems</td>
<td>Comparative analysis and additional insight</td>
</tr>
<tr>
<td>9</td>
<td>P. Nair, I. Kashyap, 2019[20]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>pre-processing technique for handling imbalanced data using k nearest neighbour or kNN</td>
<td>Comparative analysis and additional insight</td>
</tr>
<tr>
<td>10</td>
<td>X.Y. Liu, J.Wu, Z. Zhou, 2009 [14]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Research about the main deficiency was that many majority class examples are ignored</td>
<td>Comparative analysis and additional insight</td>
</tr>
</tbody>
</table>
3. Proposed Scheme

The LMS Adaptive Algorithm had frequently been modified in previous studies to obtain the desired result. Min-max normalization was used to modify the adaptive LMS method in this study. Even the prediction error findings from the adaptive LMS Algorithm had to be evaluated using FIS before a judgment could be made.

Pseudocode of the proposed method was shown in Code Snippet 1 and the entire step can be described in the flowchart in Fig. 1. It begins with Imbalanced data input from KEEL repository [12], consisting of data Ecoli0_vs_1, Glass0, Haberman, and Pima, then normalized with min-max normalization data became balanced data. After that, the adaptive LMS process was executed and the errors were noted. The error was then used to estimate the $\alpha$ value to start the FIS process.

Code Snippet 1. Pseudocode of Proposed method

In detail, the steps proposed were as follows:
1. The input must be more than two imbalanced data because this process was used to select data to be excluded.
2. The normalization using min-max algorithm was carried out to obtain data in the certain range, see section 3.1 for more details.
3. Normalized data was used as input for adaptive LMS algorithm.
4. Prediction with Adaptive LMS was implemented, where input for LMS were normalized data and delayed normalized data see section 3.2 for more details.
5. The error prediction was the difference between the prediction results and the desired output, it was expected as small as possible.
6. The biggest error prediction will be a parameter in FIS to calculate uncertainty and its information.
7. Count the uncertainty and its Information. See 3.3 for more details.
8. The process can be repeated for other imbalanced data.

A. Min-max Normalization
The min-max algorithm looks for new data based on the maximum and minimum value. Eq. 1 shows the min-max algorithm formula.

\[
v' = \frac{v - \text{min}}{\text{max} - \text{min}} (\text{New}_{\text{max}} - \text{New}_{\text{min}}) + \text{New}_{\text{min}}
\]  

Where \(v'\) is output, \(v\) is input, \(\text{max}\) and \(\text{min}\) are the maximum and minimum values of data, respectively. \(\text{New}_{\text{max}}\) and \(\text{New}_{\text{min}}\) are the newly defined maximum and minimum values.

B. LMS Adaptive
The block diagram of the adaptive predictive least mean square (LMS) was shown in the block diagram in Fig. 2.

![Figure 2. Adaptive LMS Block Diagram](image)

The values of d and x are targets and inputs, respectively. Both are the same data, but input x is the target that is delayed by one sample [7] [8] [21].

Least Mean Square Adaptive algorithm was used to solve linear estimation problems such as the one shown Fig. 3, where the input vector \(x_k = [x_{1k} x_{2k} \cdots x_{Lk}]^T\) and desired response \(d_k \in \mathbb{R}\) are jointly stationary random processes. The equations for weight, output and error are shown in equations (2), (3), and (4) below.

The weight vector \(w_k\):

\[
w_k = [w_{1k} w_{2k} \cdots w_{Lk}]^T
\]  

Output \(y_k = x_k^T w_k\)

and error \(\varepsilon_k = d_k - y_k\)

The Mean Square Error (MSE) is defined as

\[
\xi_k = E[\varepsilon_k^2]
\]  

and it is a quadratic function of the weight vector. The optimal weight vector that minimizes \(\xi_k\) is given by \(w^* = R^{-1}p\)

where \(R = E[x_kx_k^T]\)

Is the input autocorrelation matrix (assumed to be full rank), and

\[
p = E[x_kd_k]
\]  

is the cross-correlation vector. The minimum MSE (MMSE) was obtained using \(w^*\) which is denoted by \(\xi^*\).

Often in practice, \(R^{-1}p\) cannot be calculated due to the lack of knowledge of the statistics R and p. However, when samples of \(x_k\) and \(d_k\) are available, they can be used to iteratively adjust the weight vector to obtain an approximation of \(w^*\). The simplest and most widely used algorithm for this is LMS. It performs instantaneous gradient descent adaptation of the weight vector.
The parameter of step size $\mu$ and the initial weight vector $w_0$ is arbitrarily set by the user. The MSE sequence $\xi_k$ corresponding to the sequence of adapted weight vectors $w_k$ is commonly known as the learning curve. The adaptive linear combiner is shown in Fig. 10 [5],[22],[21],[23].

$$w_{k+1} = w_k + 2\mu \varepsilon_k x_k.$$ (9)

The parameter of step size $\mu$ and the initial weight vector $w_0$ is arbitrarily set by the user. The MSE sequence $\xi_k$ corresponding to the sequence of adapted weight vectors $w_k$ is commonly known as the learning curve. The adaptive linear combiner is shown in Fig. 10 [5],[22],[21],[23].

**Figure 3. Adaptive Linear Combiner**

### C. Fuzzy Intuitive Sets (FIS)

The simplest model of decision-making assumes just one of two relevant variants. There was $\alpha$ and $\beta$. The fuzzy set is:

$$A = \{\alpha/\mu(\alpha); \beta/\mu(\beta), \mu(\alpha) + \mu(\beta) \leq 1\}. $$ (10)

Where rate of plausibility $\mu(\alpha), \mu(\beta) \in [0,1]$.

The uncertainty for fuzzy set (10) can be estimated by the following equation (11) with the choice of independent variations

$$H(A) = \min\{\mu(\alpha); 1 - \mu(\alpha)\} + \min\{\mu(\beta); 1 - \mu(\beta)\}$$ (11)

The information $I(\alpha)$ can be determined from the following relationship:

$$I(\alpha) = 1 - H(A)$$ (12)

$$I^s(\alpha) = \begin{cases} -I(\alpha), & \text{for } 0 \leq \mu(\alpha) \leq 0.5 \\ I(\alpha), & \text{for } 0.5 \leq \mu(\alpha) \leq 1 \end{cases}$$ (13)

Of course, $-1 \leq I^s(\alpha) \leq 1$. Then for uncertainty modeled by eq.10 under the condition

$$\mu(\alpha) + \mu(\beta) = 1$$ (14)

can be estimated: $H(A)(\alpha) = -\mu(\alpha). \log_2 \mu(\alpha) - (1 - \mu(\alpha)). \log_2 (1 - \mu(\alpha))$ (15)

Then $0 \leq H(A) \leq 1$. From eq. (11) dan eq. (14), another simple expression for the uncertainty $H(A)$ became: $H(A) = 2 \min\{\mu(\alpha); 1 - \mu(\alpha)\}; 0 \leq H(A) \leq 1.$ (16)

When the decision-maker has a counter selecting bias towards some of the variants or one does not know how to choose. It can decide in this case to apply the use of intuitionist fuzzy set in order to characterize the decision-making as in the form:

$$F = \{\alpha/(\mu(\alpha); v(\alpha)); \beta/(\mu(\beta); v(\beta))\}$$ (17)

where $\mu(\alpha), v(\alpha) \in [0,1]$ and $\mu(\beta), v(\beta) \in [0,1]$ and $\mu(\alpha) + \mu(\beta) \leq 1$ both $\alpha$ and $\beta$.

Deciding about the variant $\alpha$ and also according about the variant $\beta$ is thus divided into three aspects:

1. Assessing the degree of acceptance of the variant $\alpha$ (estimated $\mu(\alpha)$)
2. Assessing the degree of disacceptance of the variant $\alpha$ (estimated $\mu(\alpha)$)
3. Assessing the degree of indecision for some variant of the $\alpha$ (defined by $1 - \mu(\alpha) - v(\alpha)$).

Corresponding fuzzy sets to the above types of decisions are:

$$A_1(\alpha) = \{\alpha/\mu(\alpha); -\alpha/(1 - \mu(\alpha))\};$$
\( A_2(\alpha) = \{\alpha / v(\alpha); -\alpha / (1 - v(\alpha))\}; \)
\( A_3(\alpha) = \{\alpha / \pi(\alpha); -\alpha / (1 - \pi(\alpha))\} \)

(18)
Where \( \pi(\alpha) = 1 - \mu(\alpha) - v(\alpha) \)

(19)
and the uncertainties \( H(A_1(\alpha)), H(A_2(\alpha)), H(A_3(\alpha)) \) determined according to (15) or (16).

From (17) \( \mathcal{F} \) can be introduced the uncertainty \( H(\alpha) \).
\( H(\alpha) = -(\mu(\alpha) \cdot log_2 \mu(\alpha) + v(\alpha) \cdot log_2 v(\alpha) + \pi(\alpha) \cdot log_2 \pi(\alpha)) \)

(20)
And then \( 0 \leq H(\alpha) \leq log_2 3 \)

(21)
For uncertainty \( H(\alpha) \) and uncertainty \( H(A_1(\alpha)), H(A_2(\alpha)), H(A_3(\alpha)) \):
\( H(A_1(\alpha)) \leq H(\alpha); H(A_2(\alpha)) \leq H(\alpha); H(A_3(\alpha)) \leq H(\alpha) \)

(22)
\( I_\alpha(\mathcal{F}) = log_2 3 - H(\alpha) \)

(23)
\( I_\alpha(\mathcal{F})_{\text{norm}} = 1 - H(\alpha) / log_2 3 \)

(24)
Corresponding relationship for the semantisation:
\( I_{\alpha \mathcal{F}}^s \ \{ \begin{array}{l} -I_\alpha(\mathcal{F})_{\text{norm}}; \mu(\alpha) \leq 0.5 \\
I_\alpha(\mathcal{F})_{\text{norm}}; 0.5 \leq \mu(\alpha) \leq 1 \end{array} \)

(25)
where \( -j \leq I_{\alpha \mathcal{F}}^s \leq 1 \)
\( H(\mathcal{F})(\alpha) = H(A_1(\alpha)) + H(A_2(\alpha)) + H(A_3(\alpha)) \)

(26)
and \( 0 \leq H(\mathcal{F})(\alpha) \leq 3 \) so that \( I(\mathcal{F})(\alpha) = 3 - H(\mathcal{F})(\alpha) \)
\[ I_{\alpha}(\mathcal{F})_{\text{norm}} = 1 - H(\mathcal{F}(\alpha))/3 \]  

(27)

Choose \( I(\mathcal{F}^s(\alpha)) = \begin{cases} -I(\mathcal{F})_{\text{norm}} & \mu(\alpha) \leq 0.5 \\ I(\mathcal{F})_{\text{norm}} & 0.5 \leq \mu(\alpha) \leq 1 \end{cases} \)

and Eq.22, Eq 23 and Eq 24. [10]

4. Experimental results and analysis

This section describes the details of the experiments performed to evaluate the capabilities of the proposed method and then compared it to other results from the journal that have calculated the accuracy of each dataset first.

The dataset was taken from the KEEL repository, where there were four data that were considered representative good, medium, and poor accuracy. The four data were Ecoli0_vs_1, Glass0, Haberman, and Pima datasets.

4.1. The Results of the Min-Max Algorithm

Fig. 4 showed the results of the Min-max normalization algorithm for Ecoli0_vs_1, Glass0, Haberman, and Pima datasets. The pattern before and after min-max was similar; only the scale changed. This showed that the normalization was performed correctly.

Figure 4. Ecoli0_vs_1, Glass0, Haberman, and Pima datasets before and after min-max normalization

Next, predictions were made to observe which dataset was closest to the real data and how significant the predictive error was.

4.2. The Result of LMS Adaptive

An Adaptive LMS process was carried out for normalized data in Fig.4. Meanwhile, Fig. 5 shows Ecoli0_vs_1 after normalization and LMS predictive.
Even if the normalized data and the predicted normalization data appeared to be similar in the 26th data, the error analysis must still be performed to ensure the data was valid. Glass0, Haberman, and Pima data were all subjected to the same procedure. Figures 6 through 8 illustrate the results.

**Figure 6.** Normalization Results (blue) and Adaptive LMS Results (red) for glass0 data.

**Figure 7.** Normalization Results (blue) and Adaptive LMS Results (red) for Haberman data.
Figure 8. Normalization Results (blue) and Adaptive LMS Results (red) for Pima data. Even though Ecoli0_vs_1 had undergone a slow convergence process (Fig. 5), but in the 26th data, it looked close to the original data. Glass0 was more predictable (Fig. 6). The pattern of the prediction results closed to the min-max data since 16th iteration, although it looked like there were some delays. The Haberman dataset is closed to the min-max value but there are quite large oscillations (Fig. 7). Therefore, it required more data to achieve convergence. The Pima predictive data was not close to the real data (Fig. 8). The error was calculated from the four normalized and predicted normalized data in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Error Average</th>
<th>Percent Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ecoli0_vs_1</td>
<td>0.171166935</td>
<td>17%</td>
</tr>
<tr>
<td>Glass0</td>
<td>0.174309234</td>
<td>17%</td>
</tr>
<tr>
<td>Haberman</td>
<td>0.280025054</td>
<td>28%</td>
</tr>
<tr>
<td>Pima</td>
<td>0.251379461</td>
<td>25%</td>
</tr>
</tbody>
</table>

Table 2, it was clear that Haberman dataset was the data with the highest error rate. Meanwhile, the Pima dataset still had a high error rate. The other two datasets, Ecoli0_vs_1 and Glass0 have relatively the same error. From these results, we cannot immediately decide that the Haberman and Pima datasets should be discarded because they are not suitable for processing. It must be seen how much uncertainty and information value contained in the datasets first. Here the role of FIS appears to determine uncertainty and information value. Subchapter 4.3 described the FIS algorithm applied in each dataset.

4.3 The Result of Fuzzy Intuitive Sets
The simplest model of decision-making assumes just one of two relevant variants. There was $\alpha$ and $\beta$. From Eq. (10) the fuzzy set is, $A = \{\alpha/\mu(\alpha); \beta/\mu(\beta), \mu(\alpha) + \mu(\beta) \leq 1\}$. where rate of plausibility $\mu(\alpha), \mu(\beta) \in [0,1]$. First, it will be expressed in a mathematical statement as follows:

$\alpha$ :"The first data, that was the data that would be excluded" were declared valid as $\mu(\alpha)$; $\nu(\alpha)$

$\beta_1$:"The second data, that is the other data that would not be excluded," were declared valid as $\mu(\beta_1)$; $\nu(\beta_1)$

$\beta_2$:"The third data, that is the other data that would not be excluded too" were declared valid as $\mu(\beta_2)$; $\nu(\beta_2)$

The value "$\mu(\alpha)$" will be replaced with the prediction error of each dataset. The results using Fuzzy Intuitive Sets can be seen in Table 3.
Table 3. Uncertainty value and information value of some datasets

<table>
<thead>
<tr>
<th>Equation</th>
<th>Uncertainty $H(\alpha)$</th>
<th>Information $I(F)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ecoli0$_vs_1$</td>
<td>Glass0</td>
</tr>
<tr>
<td>Eq. 15</td>
<td>2,14017 363</td>
<td>2,1401 7363</td>
</tr>
<tr>
<td>Eq. 20</td>
<td>1,27023 139</td>
<td>1,2702 3139</td>
</tr>
<tr>
<td>Eq. 25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Eq. 26</td>
<td>2,14017 363</td>
<td>2,1401 7363</td>
</tr>
<tr>
<td>Eq. 27</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Eq. 16 and Eq. 26</td>
<td>1,08</td>
<td>1,08</td>
</tr>
<tr>
<td>Eq. 15 and Eq. 27</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Eq. 15</td>
<td>0,65770 478</td>
<td>0,6577 0478</td>
</tr>
<tr>
<td>conclu-</td>
<td>sion</td>
<td>1,45765 669</td>
</tr>
</tbody>
</table>

Table 3 was obtained from the fuzzy intuitive set formulas in chapter 3. Each calculation result was accompanied by the equation used. Ecoli0$\_vs\_1$ and Glass0 had the same uncertainty value and information value because the predictive error value were 0.171166935 and 0.174309234, respectively, then rounded to 0.17, and set the value $\mu(\alpha)$ as 0.17. Uncertainty tolerance value $H(\alpha)$ was $0 \leq H(\alpha) \leq 1.5$, while the tolerance value for information $I(F)$ was $-1 \leq I(F) \leq 1$. The value of $I(F)$ was positive and negative depending on the range of $\mu(\alpha)$. From Eq. 13, Eq. 25 and Eq. 27 the value of Information was positive for $0 \leq \mu(\alpha) \leq 0.5$ and negative for $0.5 \leq \mu(\alpha) \leq 1$. Because the value of $\mu(\alpha)$ in this paper was less than 0.5 so that the value of information was always negative. Information values equal to -0.5 and +0.5 of course, indicated the existence of significant information. However, such a large value was quite difficult to achieve for imbalanced data.

The results obtained in Table 3 showed that the value of $H(\alpha)$ for the Ecoli0$\_vs\_1$ and Glass0 datasets could still be tolerated because the value was still less than 1.5, while $H(\alpha)$ for the Pima and Haberman datasets had already exceeded the tolerance value. Therefore, from the results of $H(\alpha)$, the imbalanced data Pima and Haberman were declared not valid for processing. For the value of Information, it turned out that none of them reached -0.5. The information values for Ecoli0$\_vs\_1$ and Glass0 were closed to -0.5. Meanwhile, the information values for Pima and Haberman were both in the range of -0.3. These values were obtained after rounding to determine the proximity to -0.5. So, the Pima and Haberman imbalanced datasets were declared not valid for processing. Ecoli0$\_vs\_1$ and Glass0 were feasible to be processed and could be used for decision making.

To confirm the validity of the conclusions of this research, the accuracy of each dataset on the previous journal will be shown. The previous research had been carried out to calculate the accuracy of imbalanced data taken from the KEEL repository. A total of forty-four (44) data
were studied, in which there were datasets Ecoli0_vs_1, Glass0, Haberman, and Pima. The results obtained can be explained in Table 4. [24]. That research studied the simple principle of Data Gravitation Classification (DGC), which classifies data samples by comparing the gravitation between different classes. However, the calculation of gravitation was not a trivial problem due to the different relevance of data attributes for distance computation, the presence of noise or irrelevant attributes, and the class imbalance problem.

Table 4. AUC (Area Under Curve) Results for Imbalanced Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DGC+</th>
<th>DGC</th>
<th>ADAC2</th>
<th>NN</th>
<th>CSVM</th>
<th>C 4.5</th>
<th>C 4.5</th>
<th>C 4.5</th>
<th>C 4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>None</td>
<td>CS</td>
<td>CS</td>
<td>CS</td>
<td>RUS</td>
<td>SMT</td>
<td>SMT</td>
<td>SMT- TL</td>
</tr>
<tr>
<td>Ecoli0_vs_1</td>
<td>0.9799</td>
<td>0.9642</td>
<td>0.9692</td>
<td>0.9796</td>
<td>0.9671</td>
<td>0.9832</td>
<td>0.9796</td>
<td>0.9832</td>
<td>0.9761</td>
</tr>
<tr>
<td>Glass0</td>
<td>0.865</td>
<td>0.8553</td>
<td>0.8101</td>
<td>0.6792</td>
<td>0.5074</td>
<td>0.8212</td>
<td>0.8206</td>
<td>0.7754</td>
<td>0.8039</td>
</tr>
<tr>
<td>Haberman</td>
<td>0.6213</td>
<td>0.5062</td>
<td>0.5604</td>
<td>0.6245</td>
<td>0.5382</td>
<td>0.5752</td>
<td>0.6423</td>
<td>0.6539</td>
<td>0.6203</td>
</tr>
<tr>
<td>Pima</td>
<td>0.7394</td>
<td>0.5274</td>
<td>0.7114</td>
<td>0.7175</td>
<td>0.7289</td>
<td>0.7125</td>
<td>0.7235</td>
<td>0.7134</td>
<td>0.6948</td>
</tr>
</tbody>
</table>

Table 4. contains some of the data from previous studies. Haberman had the lowest average of AUC, so that Haberman had the lowest accuracy. These results were corroborated with the results of this research that Haberman had the highest uncertainty value, so the accuracy was low.

Table 5. showed different methods in finding the accuracy of a dataset. It used the Wilcoxon rank-sum test for AUC.

Table 5. Results of the Wilcoxon rank-sum test for AUC

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DGC+</th>
<th>DGC</th>
<th>ADAC2</th>
<th>NN</th>
<th>CSVM</th>
<th>C 4.5</th>
<th>C 4.5</th>
<th>C 4.5</th>
<th>C 4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None</td>
<td>None</td>
<td>CS</td>
<td>CS</td>
<td>CS</td>
<td>RUS</td>
<td>SMT</td>
<td>SMT</td>
<td>SMT- TL</td>
</tr>
<tr>
<td>Ecoli0_vs_1</td>
<td>0.9652</td>
<td>0.9436</td>
<td>0.9305</td>
<td>0.9598</td>
<td>0.9479</td>
<td>0.9695</td>
<td>0.9598</td>
<td>0.9695</td>
<td>0.9504</td>
</tr>
<tr>
<td>Glass0</td>
<td>0.7037</td>
<td>0.7248</td>
<td>0.5812</td>
<td>0.2941</td>
<td>0.0181</td>
<td>0.5942</td>
<td>0.5942</td>
<td>0.5113</td>
<td>0.5431</td>
</tr>
<tr>
<td>Haberman</td>
<td>0.1977</td>
<td>0.0182</td>
<td>0.0946</td>
<td>0.2399</td>
<td>0.0840</td>
<td>0.1110</td>
<td>0.2614</td>
<td>0.2627</td>
<td>0.1787</td>
</tr>
<tr>
<td>Pima</td>
<td>0.4504</td>
<td>0.0682</td>
<td>0.3878</td>
<td>0.3943</td>
<td>0.4551</td>
<td>0.3976</td>
<td>0.4226</td>
<td>0.4064</td>
<td>0.3486</td>
</tr>
</tbody>
</table>

From Table 5, it could be read that the accuracy for the Haberman data was the lowest, while Ecoli0_vs_1 had the highest average accuracy. This confirmed that the method presented in this paper, method that combined between Min-max Normalization, LMS and Fuzzy Intuitive set was the valid method. This method was also easy to use and robust.

Then, after finding an invalid dataset, what can be done if only invalid data was owned. The answer can be found in sub-chapter 4.4.

4.4. Solutions offered to anticipate data with high uncertainty and low information

If the only available data was not feasible, yet the circumstances demanded that the data be processed, there was still a solution. One of the solutions was to carry out the data cleaning process. [25][26][27]. The solution was to clean the data. Showing that data cleaning can reduce uncertainty and increase information, this section showed the results of a simple data cleaning process on not feasible data. The process was performed by deleting data that had a sharp increase or decrease because that is one of the reasons for the imbalance dataset. Although the results were less than optimal, they were sufficient to reduce uncertainty and increase the information. Fig.9 and Fig.10 were Pima data and its predictions before and after the data reduction process.
In this way, the error was reduced, although only slightly (about 3%). However, it was sufficient to show that data cleaning could be a solution if only available data were not feasible data. In Fig. 10, the pattern of the predicted results was close to the pattern of the original data, although it is still not effective. Hopefully, by employing a well-researched algorithm, the results were more effective.

4.5. Applied for another imbalanced data

It took Covid-19 data in Indonesia, which consisted of data involving people who were infected, deceased, and recovered from the virus because the Covid-19 pandemic is an ongoing crisis and is colloquially known as the corona virus pandemic. Because there is no specific treatment protocol available for this viral infection, social distancing is considered as one of the remedies to prevent the infection [28]. The number of covid data was constantly changing, determined by human activity and a variety of other factors. There could be a substantial increase at one point and a significant decline at another point. As a result of this circumstance, the covid dataset became imbalanced.

The Indonesian population that is infected, deceased and recovered from Covid-19 can be shown in Fig. 11 [29]. This data was taken from Indonesia Coronavirus Information and Stats from March to May 2020. The data was relatively small but sufficiently representative to predict other data for similar cases.
The difference between the minimum and maximum numbers is significant. It's still challenging to process such data because it's imbalanced. However, the data pattern may be noticed, with death data being the smallest. The rise in infected data was not accompanied by a rise in mortality records. Because infected data, the highest one, will be split into recovered and death data. It was still difficult to make a decision in the situation. The most crucial phase has become normalization.

4.5.1 Application of the Min-Max Algorithm to Covid-19 data

Fig. 12 showed the results of the min-max normalization algorithm for infected, death and recovered data. The pattern before and after min-max was similar, only the scale was changed. This showed that the normalization was performed correctly.

4.5.2 The Result of LMS Adaptive

An Adaptive LMS process was carried out for normalized data in Fig.13. Meanwhile, Fig. 14 shows infected data after normalization and LMS predictive.
Figure 13. Normalization Results (blue) and Adaptive LMS Results (red) for Infected data. Even though in the 26th data, the normalized and predicted normalization data appeared similar, the error analysis must still be performed to ensure the validity of the data. The process was also carried out for data "Died due to Covid-19" and "Recovered from Covid-19" data. The results are shown in Fig.15 and Fig.16.

Figure 14. Normalization Results (blue) and Adaptive LMS Results (red) for death data.

Figure 15. Normalization Results (blue) and Adaptive LMS Results (red) for recovered data. Infected data (Fig. 13) was more predictable, it looked at the 16th data (16th iteration). The pattern of the results of LMS process closed to the min-max data, although it looked like there were some delays.

Death data (Fig.14) was difficult to predict because of the oscillations until the twenty-fifth iteration. From the initial iteration until the twentieth iteration, it seems that there was no result
that closed to the min-max result. The process towards convergence appeared in the twenty-first iteration. The recovered data (Fig.15) closed to the min-max value but there were quite large oscillations. So, it required more data to be convergence. The error was shown in Table 6.

Table 6. Error Percentage of Infected, Death and Recovered Data

<table>
<thead>
<tr>
<th>Data</th>
<th>Error Prediction (Percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infected</td>
<td>8 %</td>
</tr>
<tr>
<td>Dead</td>
<td>21 %</td>
</tr>
<tr>
<td>Recovered</td>
<td>7 %</td>
</tr>
</tbody>
</table>

4.5.3 The Result of Fuzzy Intuitive Sets

There were errors in the calculation of infected, death, and recovered data in the previous section. The error percentage is shown in Table 6. Evidently, the “Death” data, had the biggest error, “Infected” and “Death” data still had error measurement less than 10%. To know its validity, that the data showing the number of deceased people can be excluded or death data was invalid data, the FIS can be used to make the decision. The simplest model of decision-making assumes just one of two relevant variants. There was α and β. From Eq. (10) the fuzzy set is, $A = \{\alpha/\mu(\alpha); \beta/\mu(\beta), \mu(\alpha) + \mu(\beta) \leq 1\}$. where rate of plausibility $\mu(\alpha), \mu(\beta) \in [0,1]$. First, it will be expressed in a mathematical statement as follows:

- $\alpha$ : "Dead" data were declared valid (could be used) $\mu(\alpha)$; $\nu(\alpha)$
- $\beta_1$ : "Infected" data were declared valid (could be used) $\mu(\beta_1)$; $\nu(\beta_1)$
- $\beta_2$ : "Recovered" data were declared valid (could be used) $\mu(\beta_2)$; $\nu(\beta_2)$

The "death" data had the biggest error. Therefore, $\alpha$ declaring that it is valid with $\mu(\alpha)$ estimation should be excluded. Then $\beta = \beta_1 \lor \beta_2$.

Because error values greater than 20% was not accurate, it can be agreed that the "Dead" data could not be used. The estimation of uncertainty is realized due to $\alpha$. Because $\alpha$ should be mainly excluded from the possibility of data correction, therefore $\beta = \beta_1 \lor \beta_2$. Table 7 showed the result of FIS on Covid-19 Imbalanced Data.

Table 7. Uncertainty value and information value of death data

<table>
<thead>
<tr>
<th>Equation</th>
<th>Uncertainty $H(\alpha)$</th>
<th>Information $I(F)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. 15</td>
<td>2.072214588</td>
<td></td>
</tr>
<tr>
<td>Eq. 20</td>
<td>1.156779649</td>
<td></td>
</tr>
<tr>
<td>Eq. 25</td>
<td>-0.270153301</td>
<td></td>
</tr>
<tr>
<td>Eq. 26</td>
<td>2.072214588</td>
<td></td>
</tr>
<tr>
<td>Eq. 27</td>
<td>-0.309261804</td>
<td></td>
</tr>
<tr>
<td>Eq. 16 and Eq. 26</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>Eq. 16 and Eq. 27</td>
<td>-0.6</td>
<td></td>
</tr>
<tr>
<td>Eq. 15</td>
<td>0.721928095</td>
<td>-0.278071905</td>
</tr>
<tr>
<td>Conclusion</td>
<td>1.444627384</td>
<td>-0.364371753</td>
</tr>
</tbody>
</table>

It could be seen that the uncertainty of $\alpha$ is quite significant, which is more than 0.70. In addition, the information of $\alpha$ is very small, because it did not reach -0.5. So that, the "dead" data could not be used because it was invalid data.
In June 2021, this result was processed. Following reports from the Ministry of Communications and Information Technology in August 2021 that erroneous death data had been discovered, the government has resolved to rectify the data [30].

5. Conclusion
By combining the min-max normalization, adaptive LMS and FIS algorithm, invalid data could be detected and would be decided to be excluded and could not be processed for decision making. Data sets were taken from the KEEL repository. It can be concluded that Haberman and Pima datasets had a high uncertainty, 1.64 and 1.58 respectively, with the information value -0.3 for both Haberman and Pima data sets. Meanwhile, Ecoli0_vs_1 and Grass0 had the same uncertainty and information value, there were 1.46 and -0.4, respectively. Therefore, the datasets Ecoli0_vs_1 and Glass0 were more suitable for processing as decision making than Haberman and Pima datasets. To prove the truth of the results, the results were compared with the previous studies regarding the accuracy of the dataset, especially for Ecoli0_vs_1, Glass0, Haberman and Pima. It showed that Haberman and Pima datasets had the lowest accuracy. However, the Haberman and Pima datasets can still be processed using data cleaning to reduce the uncertainty value and increase the information value if needed. Although the result only lowered error by 3%, it was enough to demonstrate that data cleaning might be a viable option if only not feasible data was the only available data. This research could be utilized in the future to perform data augmentation on prediction or classification systems to increase the results' accuracy.

This method was not only applied to public data but also applied to Covid-19 data in Indonesia as a private data. The death data had an uncertainty value around 1.4 and an information value around -0.4, so that the death data was not valid. The death data results, obtained around June 2021, had been confirmed by an announcement from the Indonesian government in August 2021, that the death data was not valid and should be corrected.
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