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Abstract: Nowadays, transmission in the form of color digital images is becoming a major 

method of communication. However, color digital images are often degraded by noise generated 

by sensors and during transmission channels. The aim of the noise reduction is to remove noise 

while keeping the important image features as much as possible. In this paper, a novel method 

to remove additive noise from color digital images, based on multiple copies of color image 

noise estimation, is proposed. The proposed method, noise variance in each band: red, green and 

blue, is estimated separately from noisy color images using the information of an original color 

image from another copy of noisy color images. This proposed noise estimation could be used 

in conjunction with the state-of-the-art denoising techniques to improve the quality of 

reconstructed images. Experiments to evaluate the performance and characteristic of the 

proposed noise estimation technique are performed on ten image datasets in various contents and 

wide range of noise variances. The results show that the proposed approach can be used to 

reconstruct color noisy images with better quality, in terms of PSNR and visual perception 

compared to an original wavelet shrinkage denoising technique particularly for the images with 

many high frequency components. 
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1. Introduction 

 Removing noise from noisy images is an essential research in the field of digital image 

processing. Indeed, color digital images are often degraded due to sensors imperfection and 

transmission channels defects, where noise deteriorates the quality of almost every acquired 

color digital images [1]. In general, when filtering random noise from a noisy image, there are 

two main issues of noise reduction that need to be considered, which are how much noise had 

been removed and how well edges are preserved. Hence, to get rid of noise without distorting 

information in the image is a challenging task. Traditionally, there are simple techniques for 

noise suppression such as Moving average filter and Gaussian filter. These simple techniques 

can effectively suppress noise but, being merely a low pass filter, they fail to preserve many 

useful detail [2]. This leads to search for noise filtering technique alternatives. 

 In the past decades, Wavelet Transform has been used as a powerful technique to recover 

signal from noisy data. This method is commonly referred to wavelet shrinkage techniques. In 

1995, a soft thresholding for denoising in 1-D signal was proposed [3]. Later, in 2000, S. Chang, 

B. Yu and M. Vetterli introduced an adaptive wavelet thresholding for image denoising and 

compression [4]. Specifically, they proposed a new shringkage method, BayesShrink, which 

outperformed Donoho and Johnstone’s Sureshrink. In addition, number of adaptive wavelet-

based image denoising methods based on thresholding and some Wavelet based shrinkage 

methods, were proposed and studied [5]-[7]. However, Wavelet denoising methods has two main 

drawbacks, which are the choice of the threshold and the specific distributions of the signal and 

noise may not be well matched at different scales [8]. Other alternatives, smooth region’s mean 

deviation-based denoising methods by using two different filtering window sizes to achieve an 

optimum reservation of the image fine details and edges are also proposed [9]. Specifically, the 

utilization of the mean deviation in the determination of the threshold value contributes to a more  
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accurate division of smoothing and non-smoothing regions. In 2011, there were researchers 

introduced a method for removing noise while preserving the image fine details and edges in 

blind condition, based on Wiener filter and a constructed edge map [10]. 

 Despite the richness of work on the noise suppression of gray scale images, color image noise 

reduction has received considerably much more attention and getting extremely popular 

nowadays. Therefore, color image noise reduction is also an essential task in digital image 

processing systems. Recently, an advanced color image denoising scheme called multichannel 

nonlocal means fusion (MNLF) and multi-channel circular spatial filter (MCSF) were developed 

for color image denoising [11]-[12]. Another denoising algorithm, a new denoising method, 

based on the minimum cut algorithm, to exploit both the interscale and intrascale correlations of 

wavelet coefficients was presented [13]. All these are the techniques to reduce additive noise 

from a single image.  

 In some applications, a single image could be corrupted by noise for multiple times. 

Consequently, researchers have proposed noise reduction techniques that can utilize information 

from those multiple noisy copies of the same image source more effectively and resulting in the 

recovered image with better quality as compared to the traditional approaches. In 2000, S. G. 

Chang et al have studied the impact of ordering between thresholding and fusing steps towards 

the enhancement of image quality when multiple copies of images are available [14]. More 

recently, Youssef et al have proposed the hierarchical multistage nonlinear filtering techniques 

to reduce noise on medical images [15]. 

 In our previous work, we have proposed another alternative, the noise estimation technique 

for multiple noisy gray scale image copies [16]. One application of this proposed technique was 

to be used in conjunction with another image noise reduction technique [17]-[18] to improve the 

quality of the recovered image in such scenario. In addition, the proposed technique can be 

applied to color images denoising. In fact, the color image processing significantly differs from 

monochrome image processing because of the redundancy and the complementary information 

within the color bands. The processing is much more complicated and hence the need to extract 

and exchange information from and among all bands. However, in general thought, these seem 

to be an agreement we can process each of the three monochrome images separately and combine 

the results, which imply that it is sufficient to denoise brightness only and, in a sense, treat a 

color image like an achromatic one [19]. The proposed method, noise variance in each band: 

Red, Green and Blue, is estimated separately from noisy color images using the information of 

an original color image from another copy of noisy color images when multiple noisy color 

image copies are available. 

 In this paper, we focus on color image denoising method from multiple copies of noisy 

images. We extend the previously proposed method to estimate noise variance on grey-scale 

images when multiple copies of images are available. Specifically, a noise variance of each noisy 

image is estimated in each band: red, green and blue, individually. Then, for each color band, 

this estimated noise variance is used in conjunction with wavelet shrinkage denoising technique 

[17] to reconstruct noise-free image. In addition, we perform extensive evaluation of the quality 

of the images recovered by the proposed denoising technique using objective and subjective 

measurements. Finally, we provide insights on the image characteristic that would greatly benefit 

from our proposed technique. Specifically, the proposed technique utilizes information from 

another noisy image copy in each band to search for the optimal noise variance based on the 

assumption that these image copies are originated from a single source and that they are 

corrupted by Additive white Gaussian noise (AWGN).  

  The paper is organized as follows. The next section presents a brief background of noise 

reduction and spatial frequency measure. In section III, the methodology of proposed color image 

denoising method is provided. Next, some experimental results to quantitative and qualitative 

the effectiveness of the proposed method as well as comparison with the performance of another 

existing method are expressed in section IV. Finally, concluding remarks are given in section V. 
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2. Background 

 In this section, background related to our proposed noise reduction model is provided. 

 

A. Additive Gaussian noise 

Generally, image noise can be divided into two types: additive and multiplicative noise. AWGN 

is an additive noise signal that each sample is drawn from Gaussian distribution with zero mean 

and variance σ. Specifically, the probability density function, denoted by f(x), of Gaussian or 

normal distribution with zero mean and variance is defined as:         

𝑓(𝑥) =  
1

√2𝜎2𝜋
𝑒

−
𝑥2

2𝜎2 (1)                                                                                  

For a noisy color N of a true color image C is formulated as 

 𝑁 = 𝐶 + 𝑛                  (2)                                                                                                                     

where 𝑛 is the additive independent and identically distributed Guassian noise having zero mean 

and variance σ. 

 

B. Wavelet based denoising technique 

 The theoretical formalization of filtering additive Gaussian noise (of zero-mean and standard 

deviation) via thresholding wavelet coefficients was pioneered by Donoho and Johnstone [4]. A 

wavelet coefficient is compared to a given threshold and is set to zero if its magnitude is less 

than the threshold; otherwise, it is kept or modified (depending on the thresholding rule) [5]. In 

this paper, the wavelet denoising method based on bivariate shrinkage functions, proposed by 

Selesnick et al., is adopted as an algorithm to reduce noise on a single noisy image [17]. The 

implementation used in this work is available to download [18]. In addition, it is used in 

conjunction with our proposed noise estimation to get the reconstructed color images. 

Spatial frequency measure 

The spatial frequency measure (SFM) indicates the overall activity level in an image [20].  

 𝑆𝐹𝑀 =  √𝑅2 + 𝐶2                                                                                                                                      (3) 

𝑅 =  √
1

𝑀𝑁
∑ ∑ (𝑥(𝑚, 𝑛) − 𝑥(𝑚, 𝑛 − 1))2𝑁

𝑛=2
𝑀
𝑚=1                                                                              (4) 

𝐶 =  √
1

𝑀𝑁
∑ ∑ (𝑥(𝑚, 𝑛) − 𝑥(𝑚 − 1, 𝑛))2𝑁

𝑛=2
𝑀
𝑚=1                                                                              (5) 

where 𝑅 is row frequency, 𝐶 is column frequency, 𝑥(𝑚, 𝑛)denotes the samples of image, 𝑀 and 

𝑁 are number of pixels in row and column directions, respectively. The large value of SFM 

means that image contain component in high frequency area. 

 

3. Methodology 

 In this section, the proposed image denoising method is subdivided into three steps, presented 

in figure 1.  

 Step 1: Two noisy color images are separately extracted into three subbands, Red Green and  

              Blue. 

 Step 2:  Noise in each Red (R1R2), Green (G1G2) and Blue (B1B2) band, is separately  

  estimated, fused and then denoised. 

 Step 3:  The results from step 2 in each band, R G and B, are combined to get a reconstructed  

  image.  

 Specifically, in step 2, the proposed noise estimation technique is developed and used in 

conjunction with the well-known wavelet denoising algorithm [17]. Moreover, image fusion 

need to be performed before denoising process in order to get the reconstructed image. Details 

for each process are described as follows. 
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Figure 1.  Block diagram for proposed method 

 

A. Noise estimation 

 For denoising algorithm, the threshold is typically computed as a function of noise variance. 

Given a single noisy image copy, this noise variance is often estimated using median absolute 

deviation (MAD) technique, the most well-known thresholding methods (VisuShrink) [4]. In this 

work, we argue that when multiplecopies of noisy images become available, those noisy images 

can coordinately be used to estimate the level of noise variance more accurately than the 

traditional method, namely the MAD estimation. Specifically, noise variance can be search for 

by optimizing the mean square error (MSE) between the denoised image and another noisy image. 

For simplicity, this paper only considers the case when two copies of noisy images are available. 

Let 𝑅 be the red band of original color image and R1 and R2 be the first and the second copy of 

noisy color images corrupted by Additive white Gaussian noise (AWGN) with noise variance 

σ1 and σ2 accordingly. Then, 𝑅1[𝑖, 𝑗]and 𝑅2[𝑖, 𝑗] can be formulated as [17]: 

𝑅1[𝑖, 𝑗] = 𝑅[𝑖, 𝑗] + 𝑁(0, 𝜎1)               (6)                                                                                                                                                                

𝑅2[𝑖, 𝑗] = 𝑅[𝑖, 𝑗] + 𝑁(0, 𝜎2)                    (7)                                                                                                                                                          

 Let 𝑅1′(σ1′) be the denoised image derived from R1 when noise variance is estimated at σ1′. 
The objective function is to search for the noise variance that minimizes the Mean Standard Error 

(MSE) between 𝑅1 and 𝑅2. That is: 

σ(1) =  argminσ1′||𝑅2 −  𝑅1′ (σ1′)||2                                (8)                                                                                                                                                                                                              

 

Similarly, the noise variance of 𝑅2 can be estimated from: 

σ(2) =  argminσ2′||𝑅1 −  𝑅2′ (σ2′)||2                               (9)                                                                                                                                                                                                          

 

B. Image fusion technique 

 When multiple noisy images are available, the recovered image is typically constructed by 

fusing those images using linear combination whether before or after denoising. If the fusion is 

performed before denoising, the fusion can be computed as the weighted average at pixel-wise 

level as follows [1]. 

Let 𝑅𝑖 be thedenoised version for each copy of the noisy image. Each pixel of the fused image 

is computed as: 

  𝑅𝑓[𝑖, 𝑗] = ∑ (𝑤𝑛 × 𝑅𝑖[𝑖, 𝑗])𝑁
𝑖=1                (10)                                                                                                                                                                        

where optimal weight, wn, for each of the image copies is given by [15]: 

 𝑤𝑛 =
1

𝜎𝑖
2 ×

1

∑
1

𝜎𝑗
2

𝑁
𝑗=1

                      (11)                                                                                                                                                   

where 𝜎𝑖 is the noise variance for each copy of the noise image. Then the fused image can be 

denoised using the following noise variance estimation: 

𝜎𝑓 =
1

√∑
1

𝜎𝑗
2

𝑁
𝑖=1

 (12) 
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C. Objective image quality assessment 

 In general, image quality evaluation can be classified into two methods, which are subjective 

measurement and objective measurement. For objective measurement, it is save time more than 

subjective quality measurement. The simplest and most widely used full-reference quality metric 

is the mean squared error (MSE), computed by averaging the squared intensity differences of 

distorted and reference image pixels, along with the related quantity of peak signal-to-noise ratio 

(PSNR). These are appealing because they are simple to calculate, have clear physical meanings, 

and are mathematically convenient in the context of optimization [21]. Therefore, PSNR is 

selected and used for this research work study. 

  

For mean squared error (MSE), it can bedefined as: 

𝑀𝑆𝐸 =
1

𝑀𝑁
∑ ∑ (𝐼[𝑖, 𝑗] − 𝐼′[𝑖, 𝑗])2𝑁

𝑛=1
𝑀
𝑚=1 )                      (13)                                                                                                               

where 𝑀 and 𝑁 are the width and height of the image. Also, 𝐼[𝑖, 𝑗] and 𝐼′[𝑖, 𝑗] are the intensity of 

the reference image pixel and the recovered image pixel at the position (i,j), respectively. 

Because many signals have a wide dynamic range, PSNR is usually expressed in terms of the 

logarithmicdecibel scale. It is most easily defined via the mean squared error (MSE) as: 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔
(2𝑑−1)2

𝑀𝑆𝐸
                        (14)                                                                                                                                               

 Here 𝑑 is the number of bits that are used to represent the intensity of pixel. When the pixels 

are represented using 8 bits per sample, (2𝑑 − 1)is equivalent to 255. That is, the larger the 

PSNR value is, the better performance the denoising method is.  

For color peak signal-to-noise ratio (PSNRc) [22], 8bits per pixel,  

𝑃𝑆𝑁𝑅𝐶 = 10𝑙𝑜𝑔
3×(2𝑑−1)2

𝑀𝑆𝐸𝑟+𝑀𝑆𝐸𝑔+𝑀𝑆𝐸𝑏
                 (15)                                                                                                                                  

where 𝑀𝑆𝐸𝑟 , 𝑀𝑆𝐸𝑔 and 𝑀𝑆𝐸𝑏  are the mean squared error of the red, green and blue band 

between distorted and reference image pixels, respectively. 

 

4. Experimental results 

 One main challenge in testing color image denoising method is how to decide which test 

images to use for the evaluations. The image content being viewed influences the perception of 

quality irrespective of technical parameters of the denoising method [20]. Ten test images 

(256×256, 8 bits/pixel) that have different spatial characteristics, are shown in Figure 2. (some 

of them are available to download at [26]). In addition, SFM are used to quantify the amount of 

information (details) for original color images (See Table I). It is seen that, original images house 

and baboon have the lowest SFM (17.08) and highest SFM (39.2). Baboon, hen, and cat images 

which correspond to a large value of SFM have a lot of details.  Generally, larger value of SFM 

would correspond to an image that contains more high frequency components.  

 In order to generate colour noisy image, each test image are corrupted with additive (synthetic) 

Gaussian white noise having the same noise variance at 5, 8 and 10 in each red, green and blue 

band. These noisy images are then denoised by bivariate wavelet shrinkage using two noise 

variance estimation techniques: (1) the proposed method as well as (2) a robust median estimator 

using finest scale wavelet coefficients band [17].  For the sake of fair comparison, the reported 

performance of the original approach [17] is obtained by denoising the color image individually. 

Then, the reconstructed image is derived by fusing all denoised image with the algorithm 

described in the previous section. The PSNRc comparison between the two noise variance 

estimation techniques are reported in Table II, with the best results shown in bold. The results 

clearly demonstrate the effectiveness of the proposed noise estimation techniqueparticularly 

when the original color image having high SFM (cat, hen and baboon). That is, for these high 

SFM images, the proposed noise estimation technique results reconstructed images with much 

higher PSNRc compared to the original bivariate wavelet shrinkage denoising with a robust 

median estimator [17] (2.18 PSNRc improvement on average for the last three images, compared 

to -0.44 for the first 7 images). 
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 Moreover, our proposed algorithm can be applied for noise reduction not only in a low noise 

density, but a high noise density as well. Next, four standard well-known color images (Pepper, 

Lena, Barbara and Barboon)  are used as test images [25]-[26]. All color images are of 512x512, 

8 bits/pixel. Again, these images are corrupted with additive   

 
Figure 2.  Ten original test images 

 

Table 1. SFM values for ten test images 

Image name SFM 

house 17.08 

pepper 23.11 

baby 24.33 

lena 24.35 

barbara 25.24 

airplane 29.55 

earth 31.5 

cat 36.01 

hen 38.6 

baboon                  39.2 

 

Table 2. PSNRc of the denoised images generated from two denoising algorithms 

Image name 

noise variance = 5 noise variance = 8 noise variance = 10 

PSNRc PSNRc PSNRc 

Proposed Ref [17] Proposed Ref [17] Proposed Ref [17] 

house 38.45 38.667 35.627 36.157 34.581 35.032 

peper 37.577 38.368 35.116 35.728 34.152 34.454 

baby 39.024 39.698 36.119 36.519 34.894 34.979 

lena 37.73 38.644 35.804 35.967 34.081 34.658 

berberra 37.924 37.932 34.695 34.956 33.856 33.55 

ariplane 37.177 38.818 34.964 35.873 33.634 34.477 

earth 37.242 37.552 34.275 34.274 32.791 32.74 

cat 37.243 33.945 33.193 31.851 31.91 30.699 

hen 37.8 36.562 34.27 33.534 32.545 32.068 

baboon 37.148 31.654 33.276 30.126 31.96 29.207 
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(synthetic) Gaussian white noise having the same noise variance at 10, 15 and 20 in each red, 

green and blue band. In addition to PSNRc, IFS index is used to measure the image quality for 

this experiment. IFS or an independent feature similarity is an index for full-reference color 

image quality assessment [23]-[24]. The computation of IFS consists of two components: feature 

component and luminance component. The feature component measures the structure and texture 

differences between reference and distorted images, while the luminance component evaluates 

brightness distortions. Compared with other image quality assessments, IFS performs very well 

on additive white Gaussian noise (AWGN). The PSNRc and IFS comparison results are tabulated 

in Table III and IV, with the best results shown in bold. In addition, Figure 5 shows the PSNR 

versus noise variance plotting results. From the results, it clearly demonstrates the effectiveness 

of the proposed noise estimation technique had similar or slightly closed but performs better than 

well-known wavelet based denoising [17], bivariate shrinkage functions, when the original color 

image having high SFM (baboon image).  

 

Table 3. PSNRc of the denoised images generated from two denoising algorithms at noise 

variance 10, 15, and 20 

Image name 

noise variance = 10 noise variance = 15 noise variance = 20 

PSNRc PSNRc PSNRc 

Proposed Ref[17] Proposed Ref[17] Proposed Ref[17] 

pepper 33.856 33.197 31.87 31.984 31.033 30.974 

barbarra 33.8688 34.0356 31.8873 31.7005 29.849 30.05 

lenna 33.6744 34.9019 33.1799 33.2943 32.1246 32.1289 

baboon 32.1835 29.1042 29.0568 27.5316 27.1416 26.2805 

 

Table 4. IFS of the denoised images generated from two denoising  

algorithms at noise variance 10, 15, and 20 

Image name 

Noise Variance = 10 Noise Variance = 15 Noise Variance = 20 

IFS IFS IFS 

Proposed Ref[17] Proposed Ref[17] Proposed Ref[17] 

Pepper 0.9892 0.9844 0.979 0.977 0.971 0.97 

Barbarra 0.9868 0.9889 0.9809 0.9785 0.9684 0.9665 

Lenna 0.9856 0.9875 0.9797 0.9795 0.9710 0.9704 

Baboon 0.9935 0.9849 0.9856 0.9796 0.9768 0.9707 

 

 For subjective assessment, the visual comparisons of the performance are shown in Figure 3 

and 4. From a visual perspective, the proposed noise estimation algorithm works comparatively 

well by giving more noise-free, less content distortion, and fewer noticeable color artifacts than 

using a robust median estimator on bivariate shrinkage functions, especially noticeable in the 

baboon nose and green pepper surface area. Note that, the execution of MATLAB 

implementation of our proposed method only lasts about 3 and 6 seconds for a color image size 

256x256 and 512x512, respectively with Intel Core i5-4460T Processor 1.9 GHz, 4GB RAM. 
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(a)                                                              (b) 

 
(c)                                                              (d) 

 
(e)                                                              (f) 

Figure 3. (a) Original color image of baboon (b) Noisy image with σ =10 

(c) A cropped and zoom in of baboon image (d) A cropped and zoom in of noisy baboon image 

(e) A cropped and zoom in of denoised image by proposed method 

(f) A cropped and zoom in of denoised image by bivariate shrinkage functions method [17] 

 

 

Napa Sae-Bae, et al.

522



 

 

 
(a)                                                              (b) 

 
(c)                                                                       (d) 

 
(e)                                                             (f) 

Figure 4. (a) Original color image of pepper (b) Noisy image with σ =10 

(c) A cropped and zoom in of pepper image (d) A cropped and zoom in of noisy pepper image 

(e) A cropped and zoom in of denoised image by proposed method 

(f) A cropped and zoom in of denoised image by bivariate shrinkage functions method [17] 
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(a) Pepper image                                                                                          

 
(b) Babara image 

  
(c) Lenna image   

 
(d) Baboon image 

Figure 5. Plotting of denoised image results using proposed  

method and bivariate shrinkage function 
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5. Conclusion and future work 

 This research presents a noise estimation technique for multiple noisy color image copies. 

One application of this proposed technique is to be used in conjunction with other image noise 

reduction techniques to improve the quality of the recovered image in such scenario. Our 

proposed color image denoising technique had similar or slightly closed but performs better than 

well-known wavelet based denoising [17], bivariate shrinkage functions, when the original color 

image having high SFM. The large value of SFM means that image contain high frequency 

components. In addition, our proposed noise estimation is quite suitable for color noise reduction 

under low and high noise power conditions where noise can be minimized, the high frequency 

components of the image can be also preserved. However, this work only focuses on the simple 

case when only two noisy image copies are available. One area of the future work is to analyze 

the accuracy and confident level of the proposed estimation technique apply it to the application 

where more than two noisy image copies are available and where these images are not necessarily 

corrupted by the same noise variance. In addition, other color spaces need to be considered to 

improve our proposed method, for which we shall discuss details in our future work. 
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